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Preface

This volume consists of the 42 papers presented at the International Workshop on Energy Minimization Methods in Computer Vision and Pattern Recognition (EMMCVPR 2001), which was held at INRIA (Institut National de Recherche en Informatique et en Automatique) in Sophia Antipolis, France, from September 3 through September 5, 2001. This workshop is the third of a series, which was started with EMMCVPR’97, held in Venice in May 1997, and continued with EMMCVPR’99, which took place in York, in July 1999.

Minimization problems and optimization methods permeate computer vision (CV), pattern recognition (PR), and many other fields of machine intelligence. The aim of the EMMCVPR workshops is to bring together people with research interests in this interdisciplinary topic. Although the subject is traditionally well represented at major international conferences on CV and PR, the EMMCVPR workshops provide a forum where researchers can report their recent work and engage in more informal discussions.

We received 70 submissions from 23 countries, which were reviewed by the members of the program committee. Based on the reviews, 24 papers were accepted for oral presentation and 18 for poster presentation. In this volume, no distinction is made between papers that were presented orally or as posters. The book is organized into five sections, whose topics coincide with the five sessions of the workshop: “Probabilistic Models and Estimation”, “Image Modelling and Synthesis”, “Clustering, Grouping, and Segmentation”, “Optimization and Graphs”, and “Shapes, Curves, Surfaces, and Templates”.

In addition to the contributed presentations, EMMCVPR 2001 had the privilege of including keynote talks by three distinguished scientists in the field: Donald Geman, Geoffrey Hinton, and David Mumford. These invited speakers have played seminal roles in the development of modern computer vision and pattern recognition, and continue to be involved in cutting-edge research.

We would like to thank a number of people who have helped us in making EMMCVPR 2001 a successful workshop. We thank Marcello Pelillo and Edwin Hancock for allowing us to take care of the EMMCVPR series, which they started, and for the important advice that made our organizational tasks easier. We also want to acknowledge all the program committee members for carefully reviewing papers for EMMCVPR.

Finally, we thank the various organizations that have provided support for EMMCVPR: the International Association for Pattern Recognition, who sponsored the workshop and provided publicity, the INRIA Sophia Antipolis, who hosted the workshop and provided financial support.
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A Double-Loop Algorithm to Minimize the Bethe Free Energy

Alan Yuille

Smith Kettlewell Eye Research Institute, San Francisco CA 94965, USA
yuille@ski.org

Abstract. Recent work (Yedidia, Freeman, Weiss [22]) has shown that stable points of belief propagation (BP) algorithms [12] for graphs with loops correspond to extrema of the Bethe free energy [3]. These BP algorithms have been used to obtain good solutions to problems for which alternative algorithms fail to work [4], [5], [10] [11]. In this paper we introduce a discrete iterative algorithm which we prove is guaranteed to converge to a minimum of the Bethe free energy. We call this the double-loop algorithm because it contains an inner and an outer loop. The algorithm is developed by decomposing the free energy into a convex part and a concave part, see [25], and extends a class of mean field theory algorithms developed by [7],[8] and, in particular, [13]. Moreover, the double-loop algorithm is formally very similar to BP which may help understand when BP converges. In related work [24] we extend this work to the more general Kikuchi approximation [3] which includes the Bethe free energy as a special case. It is anticipated that these double-loop algorithms will be useful for solving optimization problems in computer vision and other applications.

1 Introduction

Local belief propagation (BP) algorithms [12] have long been known to converge to the correct marginal probabilities for tree-like graphical models. Recently, several researchers have empirically demonstrated that BP algorithms often perform surprisingly well for graphs with loops [4], [5], [10] [11] and, in particular, for practical applications such as learning low level vision [4] and turbo decoding [10]. (See [11], however, for examples where BP algorithms fail). It is important to understand when and why BP, and related algorithms, perform well on graphs with loops.

More recently Yedidia, Freeman and Weiss [22] proved that the stable fixed points of BP algorithms correspond to extrema of the Bethe free energy [3]. Therefore if a BP algorithm converges it must go to an extremum (i.e. maximum, minimum, or saddle point) of the Bethe free energy (and empirically this extremum seems always to a minimum [22]). Yedidia et al describe how these results can be generalized to Kikuchi approximations [3] which include the Bethe free energy as a special case. Overall, Yedidia et al’s work gives an exciting link between belief propagation and inference algorithms based on statistical physics.
This paper develops the connections between BP and the Bethe free energy (see [24] for extensions to Kikuchi free energy). The main result is a novel discrete iterative algorithm, called the double-loop algorithm which is guaranteed to converge to a minimum of the Bethe free energy. The double-loop algorithm is similar to BP because it also proceeds by passing “messages” between nodes of the graph (and there are interesting formal similarities between the two algorithms).

The double-loop algorithm is developed by decomposing the free energy into the sum of a convex term and a concave term. This is a general principle which can be applied to develop discrete iterative algorithms for a range of optimization problems, see [25]. In particular, it can be applied to mean field theory algorithms for solving optimization problems [7],[8],[13]. (Physicist readers should note that the “mean” is with respect to the Gibbs distribution but we do not, unlike most physics applications, assume that the “mean field” is spatially constant).

In Section (6), we place this work in context of mean field theory approaches to optimization (see [7],[8],[13] and chapters by Peterson and Yuille in [2]). This material is essentially a review (and some readers might prefer to read it before the rest of the paper).

Section (2) describes the Bethe free energy and BP algorithms. Section (3) gives the two basic design principles of our double-loop algorithm: (i) showing how to construct discrete iterative algorithms to minimize energy functions which are sums of a concave and a convex term, (ii) designing an iterative updates algorithm guaranteed to enforce linear constraints. In Section (4) we apply these principles to the Bethe free energy and show that the specific nature of the constraints means that the iterative algorithm to solve the constraints takes a particularly simple form. Section (5) summarizes the double-loop algorithm and discusses formal similarities to BP. We conclude in Section (6) by briefly discussing how the scheme in this paper can be extended to obtain different statistical estimators, how temperature annealing can be done, and how the approach relates directly to mean field theory algorithms.

2 The Bethe Free Energy and the BP Algorithms

This section introduces the Bethe Free Energy and the BP algorithm following the formulation of Yedidia et al [22].

Consider a graph with nodes $i = 1, ..., N$. The state of a node is denoted by $x_i$ (each $x_i$ has $M$ possible states). Each unobserved node is connected to an observed node $y_i$. The joint probability function is given by:

$$ P(x_1, ..., x_N | y) = \frac{1}{Z} \prod_{i,j: i > j} \psi_{ij}(x_i, x_j) \prod_i \psi_i(x_i, y_i), \quad (1) $$

where $\psi_i(x_i, y_i)$ is the local “evidence” for node $i$, $Z$ is a normalization constant, and $\psi_{ij}(x_i, x_j)$ is the (symmetric) compatibility matrix between nodes $i$ and $j$. We use the convention $i > j$ to avoid double counting. To simplify notation, we
write $\psi_i(x_i)$ as shorthand for $\psi_i(x_i, y_i)$. If nodes $i, j$ are not connected then we set $\psi_{ij}(x_i, x_j) = 1$.

The goal is to determine estimate $\{b_i(x_i)\}$ of the marginal distributions $\{P(x_i|y)\}$. It is convenient also to make estimates $\{b_{ij}(x_i, x_j)\}$ of the joint distributions $\{P(x_i, x_j|y)\}$ of nodes $i, j$ which are connected in the graph. (Again we use the convention $i > j$ to avoid double counting). The $\{b_i(x_i)\}$ can then be used to calculate approximations to the minimum variance (MV) estimators for the variables $\{x_i\}$, see Section (6.1).

The BP algorithm introduces variables $m_{ij}(x_j)$ which correspond to “messages” that node $i$ sends to node $j$ (in the next subsection we will see how these messages arise as Lagrange multipliers). The BP algorithm is given by:

$$m_{ij}(x_j; t + 1) = c_{ij} \sum_{x_i} \psi_{ij}(x_i, x_j) \psi_i(x_i) \prod_{k \neq j} m_{ki}(x_i; t),$$

where $c_{ij}$ is a normalization constant (i.e. it is independent of $x_j$). We use the convention that $m_{ki}(x_i, t) = 1$ if nodes $i, k$ are not connected. Nodes are not connected to themselves (i.e $m_{ii}(x_i, t) = 1, \forall i$).

The messages determine additional variables $b_i(x_i), b_{ij}(x_i, x_j)$ corresponding to the approximate marginal probabilities at node $i$ and the approximate joint probabilities at nodes $i, j$ (with convention $i > j$). These are given in terms of the messages by:

$$b_i(x_i; t) = \hat{c}_i \psi_i(x_i) \prod_{k} m_{ki}(x_i; t),$$

$$b_{ij}(x_i, x_j; t) = \hat{c}_{ij} \phi_{ij}(x_i, x_j) \prod_{k \neq j} m_{ki}(x_i; t) \prod_{l \neq i} m_{lj}(x_j; t),$$

where $\phi_{ij}(x_i, x_j) = \psi_{ij}(x_i, x_j) \psi_i(x_i) \psi_j(x_j)$ and $\hat{c}_i, \hat{c}_{ij}$ are normalization constants.

For a tree, the BP algorithm of equation (2) is guaranteed to converge and the resulting $\{b_i(x_i)\}$ will correspond to the posterior marginals [12].

The Bethe free energy of this system is written as [22]:

$$F_{\beta}(\{b_{ij}, b_i\}) = \sum_{i,j:i > j} \sum_{x_i, x_j} b_{ij}(x_i, x_j) \log \frac{b_{ij}(x_i, x_j)}{\phi_{ij}(x_i, x_j)} - \sum_{i} (n_i - 1) \sum_{x_i} b_i(x_i) \log \frac{b_i(x_i)}{\psi_i(x_i)},$$

where $n_i$ is the number of neighbours of node $i$.

Because the $\{b_i\}$ and $\{b_{ij}\}$ correspond to marginal and joint probability distributions they must satisfy linear consistency constraints:

$$\sum_{x_i, x_j} b_{ij}(x_i, x_j) = 1, \forall i, j : i > j \sum_{x_i} b_i(x_i) = 1, \forall i,$$

$$\sum_{x_i} b_{ij}(x_i, x_j) = b_j(x_j), \forall j, x_j, \sum_{x_j} b_{ij}(x_i, x_j) = b_i(x_i), \forall i, x_i.$$
The Bethe free energy consist of two terms. The first is of the form of a Kullback-Leibler (K-L) divergence between \( \{b_{ij}\} \) and \( \{\phi_{ij}\} \) (but it is not actually a K-L divergence because \( \{\phi_{ij}\} \) is not a normalized distribution). The second is minus the form of the Kullback-Leibler divergence between \( \{b_i\} \) and \( \{\psi_i\} \) (again \( \{\psi_i\} \) is not a normalized probability distribution). It follows that the first term is convex in \( \{b_{ij}\} \) and the second term is concave in \( \{b_i\} \). This will be of importance for the derivation of our algorithm in Section (3).

Yedidia et al [22] proved that the fixed points of the BP algorithm correspond to extrema of the Bethe free energy (with the linear constraints of equation (6)).

Yedidia et al’s work can be interpreted in terms of the dynamics of the dual energy function [24] where we extremize the Bethe Free Energy to express the \( \{b_i\}, \{b_{ij}\} \) in terms of the Lagrange multipliers \( \{\lambda_{ij}\}, \{\gamma_{ij}\} \). It can be shown that the messages \( \{m_{ij}\} \) can be expressed as simple functions of the Lagrange parameters. In this formulation Yedidia et al’s proof of convergence follows directly.

3 Convexity and Concavity

We now develop an algorithm that is guaranteed to converge to a minimum of the Bethe free energy. This section describes how we can exploit the fact that the Bethe free energy is the sum of a convex and a concave term, see Section (2).

Our main results are given by Theorem’s 1,2,3 and show that we can obtain discrete iterative algorithms to minimize energy functions which are the sum of a convex and a concave term. (A similar result can be obtained using the Legendre transform, see [25]). We first consider the case where there are no constraints for the optimization. Then we generalize to the case where linear constraints are present.

**Theorem 1.** Consider an energy function \( E(z) \) (bounded below) of form \( E(z) = E_{\text{vex}}(z) + E_{\text{cave}}(z) \) where \( E_{\text{vex}}(z), E_{\text{cave}}(z) \) are convex and concave functions of \( z \) respectively. Then the discrete iterative algorithm \( z^t \mapsto z^{t+1} \) given by:

\[
\nabla E_{\text{vex}}(z^{t+1}) = -\nabla E_{\text{cave}}(z^t),
\]

is guaranteed to monotonically decrease the energy \( E() \) as a function of time and hence to converge to a minimum of \( E(z) \).

**Proof.** The convexity and concavity of \( E_{\text{vex}}(.) \) and \( E_{\text{cave}}(.) \) means that:

\[
E_{\text{vex}}(z_2) \geq E_{\text{vex}}(z_1) + (z_2 - z_1) \cdot \nabla E_{\text{vex}}(z_1)
\]
\[
E_{\text{cave}}(z_4) \leq E_{\text{cave}}(z_3) + (z_4 - z_3) \cdot \nabla E_{\text{cave}}(z_3),
\]

for all \( z_1, z_2, z_3, z_4 \). Now set \( z_1 = z^{t+1}, z_2 = z^t, z_3 = z^t, z_4 = z^{t+1} \). Using equation (8) and the algorithm definition (i.e. \( \nabla E_{\text{vex}}(z^{t+1}) = -\nabla E_{\text{cave}}(z^t) \)) we find that:

\[
E_{\text{vex}}(z^{t+1}) + E_{\text{cave}}(z^{t+1}) \leq E_{\text{vex}}(z^t) + E_{\text{cave}}(z^t),
\]

which proves the claim.
Theorem 1 generalizes previous results by Marcus, Waugh and Westervelt [9],[19] on the convergence of discrete iterated neural networks. (They discussed the case where one function was convex and the second function was linear).

We can extend this result to allow for linear constraints on the variables \( z \). This can be given a geometrical intuition. Firstly, properties such as concavity and concaveness are preserved when linear constraints are imposed. Secondly, because the constraints are linear they determine a hyperplane on which the constraints are satisfied. Theorem 1 can then be applied to the variables on this hyperplane.

**Theorem 2.** Consider a function \( E(z) = E_{\text{vex}}(z) + E_{\text{cave}}(z) \) subject to \( k \) linear constraints \( \phi^\mu \cdot z = c^\mu \) where \( \{c^\mu : \mu = 1, ..., k\} \) are constants. Then the algorithm \( z^t \mapsto z^{t+1} \) given by:

\[
\nabla E_{\text{vex}}(z^{t+1}) = -\nabla E_{\text{cave}}(z^t) - \sum_{\mu=1}^{k} \alpha^\mu \phi^\mu,
\]

where the parameters \( \{\alpha^\mu\} \) are chosen to ensure that \( z^{t+1} \cdot \phi^\mu = c^\mu \) for \( \mu = 1, ..., k \), is guaranteed to monotonically decrease the energy \( E(z^t) \) and hence to converge to a minimum of \( E(z) \).

Proof. Intuitively the update rule has to balance the gradients of \( E_{\text{vex}}, E_{\text{cave}} \) in the unconstrained directions of \( z \) and the term \( \sum_{\mu=1}^{k} \alpha^\mu \phi^\mu \) is required to deal with the differences in the directions of the constraints. More formally, we define orthogonal unit vectors \( \{\psi^\nu : \nu = 1, ..., n-k\} \) which span the space orthogonal to the constraints \( \{\phi^\mu : \mu = 1, ..., k\} \). Let \( y(z) = \sum_{\nu=1}^{n-k} \psi^\nu (z \cdot \psi^\nu) \) be the projection of \( z \) onto this space. Define functions \( \tilde{E}_{\text{cave}}(y), \tilde{E}_{\text{vex}}(y) \) by:

\[
\tilde{E}_{\text{cave}}(y(z)) = E_{\text{cave}}(z), \quad \tilde{E}_{\text{vex}}(y(z)) = E_{\text{vex}}(z).
\]

Then we can use the algorithm of Theorem 1 on the unconstrained variables \( y = (y_1, ..., y_{n-k}) \). By definition of \( y(z) \) we have \( \partial z / \partial y_\nu = \psi^\nu \). Therefore the algorithm reduces to:

\[
\psi^\nu \cdot \nabla z E_{\text{vex}}(z^{t+1}) = -\psi^\nu \cdot \nabla z E_{\text{cave}}(z^t), \quad \nu = 1, ..., n-k.
\]

This gives the result (recalling that \( \phi^\mu \cdot \psi^\nu = 0 \) for all \( \mu, \nu \)).

It follows from Theorem 2 that we only need to impose the constraints on \( E_{\text{vex}}(z^{t+1}) \) and not on \( E_{\text{cave}}(z^t) \). In other words, we set

\[
\tilde{E}_{\text{vex}}(z^{t+1}) = E_{\text{vex}}(z^t) + \sum_{\mu} \alpha^\mu \phi^\mu \cdot z^{t+1},
\]

and use update equations:

\[
\frac{\partial \tilde{E}_{\text{vex}}}{\partial z}(z^{t+1}) = -\frac{\partial E_{\text{cave}}}{\partial z}(z^t),
\]

where the coefficients \( \{\alpha^\mu\} \) must be chosen to ensure that the constraints \( \phi^\mu \cdot z^{t+1} = c^\mu \forall \mu \) are satisfied.
We now restrict ourselves to the specific case where $E_{\text{vex}}(z) = \sum_i z_i \log \frac{z_i}{\xi_i}$. (This form of $E_{\text{vex}}(z)$ will arise when we apply Theorem 2 to the Bethe free energy, see Section (4)). We let $h(z) = \nabla E_{\text{cave}}(z)$. Then the update rules of Theorem 2, see equation (10), can be expressed as selecting $z^{t+1}$ to minimize a convex cost function $E^{t+1}(z^{t+1})$ which, by duality, implies that the constraint coefficients $\{\alpha^\mu\}$ can be found by maximizing a dual energy function. More formally, we have the following result:

**Theorem 3.** Let $E_{\text{vex}}(z) = \sum_i z_i \log \frac{z_i}{\xi_i}$, then the update equation of Theorem 2 can be expressed as minimizing the convex energy function:

$$E^{t+1}(z^{t+1}) = z^{t+1} \cdot h + \sum_i z_i^{t+1} \log \frac{z_i^{t+1}}{\xi_i} + \sum_\mu \alpha^\mu \{ \phi^\mu \cdot z^{t+1} - c^\mu \},$$

(15)

where $h = \nabla E_{\text{cave}}(z^t)$. By duality the solution corresponds to

$$z_i^{t+1} = \xi_i e^{-h_i} e^{-1} e^{-\sum_\mu \alpha^\mu \phi^\mu},$$

(16)

where the Lagrange multipliers $\{\alpha^\mu\}$ are constrained to maximize the (concave) dual energy:

$$\hat{E}^{t+1}(\alpha) = -\sum_i \xi_i e^{-h_i} e^{-1} e^{-\sum_\nu \phi^\nu \alpha^\nu} - \sum_\mu \alpha^\mu c^\mu.$$  

(17)

Moreover, maximizing $\hat{E}^{t+1}(\alpha)$ with respect to a specific $\alpha^\mu$ enables us to satisfy the corresponding constraint exactly.

Proof. This is given by straightforward calculations. Differentiating $E^{t+1}$ with respect to $z_i^{t+1}$ gives:

$$1 + \log \frac{z_i}{\xi_i} = -h_i - \sum_\mu \alpha^\mu \phi^\mu_i,$$

(18)

which corresponds to the update equation (10) of Theorem 2. Since $E^{t+1}(z)$ is convex, duality ensures that the dual $\hat{E}^{t+1}(\alpha)$ is concave [18], and hence has a unique maximum which corresponds to the constraints being solved. Setting $\frac{\partial \hat{E}^{t+1}}{\partial \alpha^\nu} = 0$ ensures that $z^{t+1} \cdot \phi^\mu = c^\mu$, and hence satisfies the $\mu^{th}$ constraint.

By using Theorem 3, we see that solving for the constraint coefficients in Theorem 2 can be reduced to maximizing a concave energy function in the $\{\alpha^\nu\}$.

Moreover, for the specific constraints used in the Bethe free energy we will be able to determine an efficient discrete iterative algorithms for solving for the constraints. This is by generalizing work by Kosowsky and Yuille [7],[8] who used a result similar to Theorem 3 to obtain an algorithm for solving the linear assignment problem. (Kosowsky and Yuille [7],[8] also showed that this result could be used to derive an energy function for the classic Sinkhorn algorithm [17] which converts positive matrices into doubly stochastic ones.) Rangarajan
et al [13] applied this result to obtain double loop algorithms for a range of optimization problems subject to linear constraints.

In the next section we apply Theorems 2 and 3 to the Bethe free energy. In particular, we will show that the nature of the linear constraints for the Bethe free energy mean that solving for the constraints in Theorem 3 can be done efficiently.

4 Constraints for the Bethe Free Energy

In this section we return to the Bethe free energy and describe how we can implement an algorithm of the form given by Theorems 1, 2 and 3. This double-loop algorithm is designed by splitting the Bethe free energy into convex and concave parts. An inner loop is used to impose the linear constraints. (This design was influenced by the work of Rangarajan et al [13]).

First we split the Bethe free energy in two parts:

\[
E_{\text{vex}} = \sum_{i,j;i>j} \sum_{x_i,x_j} b_{ij}(x_i,x_j) \log \frac{b_{ij}(x_i,x_j)}{\phi_{ij}(x_i,x_j)} + \sum_i \sum_{x_i} b_i(x_i) \log \frac{b_i(x_i)}{\psi_i(x_i)},
\]

\[
E_{\text{cave}} = -\sum_i n_i \sum_{x_i} b_i(x_i) \log \frac{b_i(x_i)}{\psi_i(x_i)}.
\] (19)

This split enables us to get non-zero derivatives of \(E_{\text{vex}}\) with respect to both \(\{b_{ij}\}\) and \(\{b_i\}\). (Other choices of split are possible).

We now need to express the linear constraints, see equation (6), in the form used in Theorems 2 and 3. To do this, we set \(z = (b_{ij}(x_i,x_j), b_i(x_i))\) so that the first \(N(N-1)/2\) components of \(z\) correspond to the \(\{b_{ij}\}\) and the later \(NM\) components to the \(\{b_i\}\) (recall that there are \(N\) nodes of the graph each with \(M\) states). The dot product of \(z\) with a vector \(\phi = (T_{ij}(x_i,x_j), U_i(x_i))\) is given by \(\sum_{i,j;i>j} \sum_{x_i,x_j} b_{ij}(x_i,x_j) T_{ij}(x_i,x_j) + \sum_i \sum_{x_i} b_i(x_i) U_i(x_i)\).

There are two types of constraints: (i) normalization \(-\sum_{x_p,x_q} b_{pq}(x_p,x_q) = 1 \forall p,q : p > q\), and (ii) consistency \(-\sum_{x_p} b_{pq}(x_p,x_q) = b_q(x_q) \forall p,q,x_q : p > q\) and \(\sum_{x_q} b_{pq}(x_p,x_q) = b_p(x_p) \forall q,p,x_p : p > q\).

We index the normalization constraints by \(pq\) (with \(p > q\)). Then we can express the constraint vectors \(\{\phi^{pq}\}\), the constraint coefficients \(\{\alpha^{pq}\}\), and the constraint values \(\{c^{pq}\}\) by:

\[
\phi^{pq} = (\delta_{pi} \delta_{qj}, 0), \quad \alpha^{pq} = \gamma_{pq}, \quad c^{pq} = 1, \quad \forall p,q.
\] (20)

The consistency constraints are indexed by \(pqx_q\) (with \(p > q\)) and \(qpx_p\) (with \(p > q\)). The constraint vectors, the constraint coefficients, and the constraint values are given by:

\[
\phi^{pqx_q} = (\delta_{ip} \delta_{jq} \delta_{x_j,x_q}, -\delta_{iq} \delta_{x_i,x_q}), \quad \alpha^{pqx_q} = \lambda_{pq}(x_q), \quad c^{pqx_q} = 0, \quad \forall p,q,x_q
\]

\[
\phi^{qpx_p} = (\delta_{ip} \delta_{jq} \delta_{x_p,x_p}, -\delta_{ip} \delta_{x_i,x_p}), \quad \alpha^{qpx_p} = \lambda_{qp}(x_p), \quad c^{qpx_p} = 0, \quad \forall q,p,x_p.
\] (21)
We now apply Theorem 2 to the Bethe free energy and obtain:

**Theorem 4.** The following update rule is guaranteed to reduce the Bethe free energy provided the constraint coefficients \( \{\gamma_{pq}\}, \{\lambda_{pq}\}, \{\lambda_{q}\} \) can be chosen to ensure that \( \{b_{ij}(t + 1)\}, \{b_i(t + 1)\} \) satisfy the linear constraints of equation (6):

\[
b_{ij}(x_i; x_j; t + 1) = \phi_{ij}(x_i, x_j)e^{-\lambda_{ij}(x_i)}e^{-\lambda_{ij}(x_j)}e^{-\gamma_{ij}},
\]

\[
b_i(x_i; t + 1) = \psi_i(x_i)e^{-\lambda_i(x_i)}e^{-\gamma_i} \sum_k \lambda_{ki}(x_i).
\]

(22)

**Proof.** Substitute equation (19) into equation (10) and use equations (20, 21) for the constraints. The constraint terms \( \sum_{\mu} \alpha_{\mu} \phi_{\mu} \) simplify owing to the form of the constraints (e.g., \( \sum_{p,q,p>q} \gamma_{pq} \delta_{pq} \delta_{pq} = \gamma_{ij} \)).

Finally, we use Theorem 3 to obtain an algorithm which ensures that the constraints are satisfied. Recall that finding the constraint coefficients is equivalent to maximizing the dual energy \( \tilde{E}^{t+1}(\alpha) \) and that performing the maximization with respect to the \( \mu \)th coefficient \( \alpha_{\mu} \) corresponds to solving the \( \mu \)th constraint equation. For the Bethe free energy it is possible to solve the \( \mu \)th constraint equation to obtain an analytic expression for the \( \mu \)th coefficient in terms of the remaining coefficients. Therefore we can maximize the dual energy \( \tilde{E}^{t+1}(\alpha) \) with respect to any coefficient \( \alpha_{\mu} \) analytically. Hence we have an algorithm that is guaranteed to converge to the maximum of \( \tilde{E}^{t+1}(\alpha) \): select a constraint \( \mu \), solve for the equation \( \frac{\partial \tilde{E}^{t+1}(\alpha)}{\partial \alpha_{\mu}} \) for \( \alpha_{\mu} \) analytically, and repeat.

More formally:

**Theorem 5.** The constraint coefficients \( \{\gamma_{pq}\}, \{\lambda_{pq}\}, \{\lambda_{q}\} \) of Theorem 4 can be solved for by a discrete iterative algorithm, indexed by \( \tau \), guaranteed to converge to the unique solution. At each step we select coefficients \( \gamma_{pq}, \lambda_{pq}(x_q) \) or \( \lambda_{q}(x_p) \) and update them by:

\[
e^{-\gamma_{pq}(\tau + 1)} = \sum_{x_p, x_q} \psi_{pq}(x_p, x_q)e^{-\lambda_{pq}(x_q; \tau)}e^{-\lambda_{pq}(x_p; \tau)},
\]

\[
e^{2\lambda_{pq}(x_q; \tau + 1)} = \sum_{x_p} \phi_{pq}(x_p, x_q)e^{-\lambda_{pq}(x_p; \tau)}e^{-\gamma_{pq}(\tau)}
\]

\[
\psi_{pq}(x_q)e^{\gamma_{pq}(x_q; t)}n_{pq}e^{\sum_{j \neq p} \lambda_{q}(x_q; \tau)},
\]

\[
e^{2\lambda_{q}(x_p; \tau + 1)} = \sum_{x_q} \phi_{q}(x_p, x_q)e^{-\lambda_{pq}(x_q; \tau)}e^{-\gamma_{pq}(\tau)}
\]

\[
\psi_{p}(x_p)e^{\gamma_{pq}(x_q; t)}n_{pq}e^{\sum_{j \neq q} \lambda_{jq}(x_p; \tau)}.
\]

(23)

**Proof.** We use the update rule given by Theorem 4 and calculate the constraint equations, \( z \cdot \phi_{\mu} = c_{\mu}, \forall \mu \). For the Bethe free energy we obtain equations (23) where the upper equation corresponds to the normalization constraints and the lower equations to the consistency constraints. We observe that we can solve each equation analytically for the corresponding constraint coefficients \( \gamma_{pq}, \lambda_{pq}(x_q), \lambda_{q}(x_p) \). By Theorem 5, this is equivalent to maximizing the dual energy, see equation (17), with respect to each coefficient. Since the dual energy is concave solving for each coefficient \( \gamma_{pq}, \lambda_{pq}(x_q), \lambda_{q}(x_p) \) (with the others fixed) is
guaranteed to increase the dual energy. Hence we can maximize the dual energy, and hence ensure the constraints are satisfied, by repeatedly selecting coefficients and solving the equations (23).

Observe that we can update all the coefficients \( \{ \gamma_{pq} \} \) simultaneously because their update rule (i.e. the right hand side of the top equation of 23) depends only on the \( \{ \lambda_{pq} \} \). Similarly, we can update many of the \( \{ \lambda_{pq} \} \) simultaneously because their update rules (i.e. the right hand sides of the middle and bottom equation of 23) only depend on a subset of the \( \{ \lambda_{pq} \} \). (For example, when updating \( \lambda_{pq}(x_q) \) we can simultaneously update any \( \lambda_{ij}(x_j) \) provided \( i \neq p \neq j \) and \( i \neq q \neq j \).)

5 The Double-Loop Algorithm and BP

In this section we summarize the double-loop algorithm and then show that it has some interesting similarities to the belief propagation algorithm as formulated by Yedidia et al [22].

The double-loop algorithm consists of an outer loop which implements equation (22) plus an inner loop, given by equations (23) which imposes the constraints. The double loop design of the algorithm was influenced by the work of Rangarajan et al [13].

A convergence proof and theoretical analysis of Rangarajan et al’s algorithm was given in [14]. It is not clear how many iterations of the internal loop are needed to ensure the constraints are satisfied (though techniques developed by [7],[8] and [14] might be used to bound the number of iterations). In practice, the convergence of these inner loops seems to go quickly [7],[8] [13].

The algorithm consists of an inner and an outer loop. The outer loop has (discrete) time parameter \( t \) and is given by:

\[
b_{ij}(x_i, x_j; t + 1) = \phi_{ij}(x_i, x_j)e^{-1}e^{-\lambda_{ij}(x_j)}e^{-\lambda_{ji}(x_i)}e^{-\gamma_{ij}},
\]

\[
b_i(x_i; t + 1) = \psi_i(x_i)e^{-1}e^{n_i \left( \frac{b_i(x_i; t)}{\psi_i(x_i)} \right)}e^{\sum_k \lambda_{ki}(x_i)},
\]

and the inner loop to determine the \( \{ \gamma_{pq} \}, \{ \lambda_{pq} \}, \{ \lambda_{qp} \} \) has time parameter \( \tau \) and is given by:

\[
e^{\gamma_{pq}(\tau + 1)} = \sum_{x_p, x_q} \phi_{pq}(x_p, x_q)e^{-1}e^{-\lambda_{pq}(x_p; \tau)}e^{-\lambda_{qp}(x_p; \tau)},
\]

\[
e^{2\lambda_{pq}(x_q; \tau + 1)} = \frac{\sum_{x_p} \phi_{pq}(x_p, x_q)e^{-\lambda_{pq}(x_p; \tau)}e^{-\gamma_{pq}(\tau)}}{\psi_q(x_q)e^{n_q \left( \frac{b_q(x_q; t)}{\psi_q(x_q; t)} \right)}e^{\sum_{j \neq p} \lambda_{jq}(x_q; \tau)}}
\]

\[
e^{2\lambda_{qp}(x_p; \tau + 1)} = \frac{\sum_{x_q} \phi_{pq}(x_p, x_q)e^{-\lambda_{pq}(x_q; \tau)}e^{-\gamma_{pq}(\tau)}}{\psi_p(x_p)e^{n_p \left( \frac{b_p(x_p; t)}{\psi_p(x_p; t)} \right)}e^{\sum_{j \neq q} \lambda_{jp}(x_p; \tau)}}.
\]

Recall that the inner loop is required to impose linear constraints on the \( \{ b_{ij} \}, \{ b_i \} \). For example, the update rule for \( \lambda_{pq}(x_q) \) imposes the constraint \( \sum_{x_p} b_{pq}(x_p, x_q) = b_q(x_q) \).
We now show that there are formal similarities between this algorithm and belief propagation as specified by equations (2.3, 4).

We can relate the messages \( \{m_{ij}\} \) of BP to Lagrange multipliers \( \{\lambda_{ij}\} \) by

\[
m_{ji}(x_i) = e^{\lambda_{ji}(x_j)} e^{\frac{1}{n_i-1} \sum_k \lambda_{ki}(x_i)}
\]

and the inverse

\[
e^{-\lambda_{ij}(x_j)} = \prod_{k \neq i} m_{kj}(x_j)
\]

\( \forall i, j, x_i, x_j \) (see [22],[24]). Using these relations, and comparing equations (4,24), we see that the update equations for the \( \{b_{ij}\} \) are identical for the double-loop algorithm and for BP. (In fact, the \( \{b_{ij}\} \) variables play no role in the dynamics of either algorithm and need not be evaluated at all until the algorithm has converged).

The main difference between the two algorithms is that the double-loop algorithm has an outer loop to update the \( \{b_{ij}\} \) (equation (25)) and an inner loop (equation (26)) to update the \( \{\lambda_{ij}, \gamma_{ij}\} \). By contrast, in the BP algorithm all the dynamics (equation (2)) can be expressed in terms of the messages \( \{m_{ij}\} \), or the Lagrange parameters \( \{\lambda_{ij}\} \) (which directly determine the \( \{b_{ij}\} \) by equation (3)).

To go further, we express the BP update rules, equations (2,3), in terms of the Lagrange multipliers. This gives:

\[
e^{\lambda_{ij}(x_j;t+1)} e^{-\frac{1}{n_j-1} \sum_k \lambda_{kj}(x_j;t+1)} = c \sum_{x_i} \psi_{ij}(x_i, x_j) \psi_i(x_i) e^{-\lambda_{ji}(x_i;t)}, \tag{27}
\]

\[
b_i(x_i; t) = \hat{c} \psi_i(x_i) e^{-\frac{1}{n_i-1} \sum_k \lambda_{ki}(x_i; t)}, \tag{28}
\]

which we can compare to the equations for the double-loop algorithm:

\[
e^{2\lambda_{pq}(x_q;\tau+1)} = \frac{\sum_{x_p} \psi_{pq}(x_p, x_q) \psi_p(x_p) e^{-\lambda_{pq}(x_p;\tau)} e^{-\gamma_{pq}}}{e^{n_q \{\frac{b_i(x_i)}{\psi_i(x_i)}\} n_q e^{\sum_{j \neq p} \lambda_{jq}(x_q;\tau)}}}, \tag{29}
\]

\[
b_i(x_i; t + 1) = \psi_i(x_i) e^{-\frac{1}{n_i} \sum_k \lambda_{ki}(x_i)} e^{-\gamma_{pq}}, \tag{30}
\]

where (as before) we use the variables \( \tau \) and \( t \) for the time steps in the inner and outer loops respectively. We also use the relationship \( \phi_{pq}(x_p, x_q) = \psi_{pq}(x_p, x_q) \psi_p(x_p) \psi_q(x_q) \). (We ignore the “normalization dynamics” – updating the \( \{\gamma_{pq}\} \) – because it is straightforward and can be taken for granted. With this understanding we have dropped the dependence of the \( \{\gamma_{pq}\} \) on \( \tau \).

Now suppose we try to approximate the double-loop algorithm by setting

\[
b_i(x_i; t) = \hat{c} \psi_i(x_i) e^{-\frac{1}{n_i-1} \sum_k \lambda_{ki}(x_i; t)}
\]

from equation (28). This “collapses” the outer loop of the double-loop algorithm and so only the inner loop remains. This reduces equation (29) to:

\[
e^{2\lambda_{pq}(x_q;\tau+1)} \times \{e^{-\lambda_{pq}(x_q;\tau)} e^{-\frac{1}{n_q-1} \sum_j \lambda_{jq}(x_q;\tau)}\}
\]

\[
= \sum_{x_p} \psi_{pq}(x_p, x_q) \psi_p(x_p) e^{-\lambda_{pq}(x_p;\tau)} e^{-\gamma_{pq}}, \tag{31}
\]

which is almost exactly the same as the BP algorithm, equation (27). (Use the identity \( \{e^{-\frac{1}{n_q-1} \sum_i \lambda_{iq}(x_i)}\} n_q e^{\sum_{j \neq p} \lambda_{jq}(x_q)} = e^{-\frac{1}{n_q-1} \sum_j \lambda_{jq}(x_q)} e^{-\lambda_{pq}(x_q)} \). The
only difference is the factor \( e^{-\lambda_{pq}(x_p;\tau)}e^{-\frac{1}{n_q-1} \sum_j \lambda_{jq}(x_q;\tau)} \) is evaluated at time \( \tau \) from equation (31) and at time \( t + 1 \) for equation (27).

It is also straightforward to check that equation (30) for updating the outer loop has \( b_i(x_i) = \hat{c} \psi_i(x_i)e^{-\frac{1}{n-1} \sum_i \lambda_{ii}(x_i)} \) as a fixed point. More precisely, if we converge to a state where \( \lambda_{ij}(x_j; \tau + 1) = \lambda_{ij}(x_j; \tau) \forall i, j, x_j \) then substituting \( b_i(x_i; t) = \hat{c} \psi_i(x_i)e^{-\frac{1}{n-1} \sum_i \lambda_{ii}(x_i; t)} \) into equation (30) gives \( b_i(x_i; t + 1) = b_i(x_i; t) \forall i, x_i. \)

To conclude, the BP algorithm can be thought of as an approximation to the double-loop algorithm. The approximation is done by assuming a fixed functional form for the \( \{b_i\} \) in terms of the \( \{\lambda_{ij}\} \), thereby collapsing the outer loop of the algorithm, and modifying the update equations for the inner loop (by evaluating certain terms at \( \tau + 1 \) instead of at \( \tau \)).

6 Discussion

This section covers three additional topics which are essentially review material (i.e. no novel results are presented here). Firstly, we discuss the relationship of the Bethe approximation to MAP/MV estimation and how a temperature parameter can be introduced to obtain deterministic annealing. Secondly, we describe how the Bethe and mean field free energies can be obtained from an information geometry viewpoint [1] using Kullback-Leibler divergences. Relations of the double-loop algorithm to mean field theory are described in [25].

6.1 MV and MAP Estimation and Deterministic Annealing

We now briefly discuss the use of the Bethe approximations for estimation and how they can be modified to allow for temperature annealing [6]. For simplicity we concentrate only on the Bethe Free Energy.

The input to a double-loop algorithm is a probability distribution function \( P(x_1, \ldots, x_N|y) \), see equation (1). The output of the algorithm is an estimate of the marginal and joint probability distributions.

In many optimization problems it is desired to estimate the variables \( \{x_i\} \) from \( P(x_1, \ldots, x_N|y) \). Two common estimators are the the Minimal Variance (MV) Estimator and the Maximum a Posteriori (MAP). From the estimates of the marginal probability distributions \( \{b_i(x_i)\} \), provided by minimizing the Bethe free energy, it is possible to directly obtain an approximation to the MV estimate by computing \( \bar{x}_i = \sum x_i b_i(x_i) \).

The MAP estimate can be obtained by introducing a temperature parameter \( T \). We replace the probability distribution \( P(x_1, \ldots, x_N|y) \) by \( \{P(x_1, \ldots, x_N|y)\}^{1/T} \) which implies, by equation (1), replacing \( \{\psi_i\}, \{\psi_{ij}\}, \{\phi_{ij}\} \) by \( \{\psi_i^{1/T}\}, \{\psi_{ij}^{1/T}\}, \{\phi_{ij}^{1/T}\} \) and scaling by a factor \( T \). This gives a family of Bethe free energies:

\[
F^T_B(\{b_{ij}, b_i\}) = T \sum_{i,j:i>j} \sum_{x_i, x_j} b_{ij}(x_i, x_j) \log b_{ij}(x_i, x_j)
\]
\[ - \sum_{i,j: i > j} \sum_{x_i, x_j} b_{ij}(x_i, x_j) \log \phi_{ij}(x_i, x_j) \]
\[ -T \sum_i (n_i - 1) \sum_{x_i} b_i(x_i) \log b_i(x_i) \]
\[ + \sum_i (n_i - 1) \sum_{x_i} b_i(x_i) \log \psi_i(x_i), \tag{32} \]

where the original Bethe Free Energy, see equation (5), is be obtained by setting \( T = 1 \). We see that equation (32) is equivalent to having energy terms 
\[- \sum_{i,j: i > j} \sum_{x_i, x_j} b_{ij}(x_i, x_j) \log \phi_{ij}(x_i, x_j) + \sum_i (n_i - 1) \sum_{x_i} b_i(x_i) \log \psi_i(x_i) \]
(independent of temperature \( T \)) and temperature dependent entropy terms given by 
\[ T \sum_{i,j: i > j} \sum_{x_i, x_j} b_{ij}(x_i, x_j) \log b_{ij}(x_i, x_j) - T \sum_i (n_i - 1) \sum_{x_i} b_i(x_i) \log b_i(x_i). \]

This is the same form for mean field annealing, see for example [7], [13].

Minimizing \( F^T_{\beta} \) gives a family of marginal distributions \( \{ b^T_i(x_i) \} \).
As \( T \to 0 \) the marginals \( \{ b^T_i(x_i) \} \) will become sharply peaked about the most probable values \( x_i^{*T} = \arg \max_{x_i} b^T_i(x_i) \).
Therefore the estimates \( \{ x_i^{*T} \} \) will become approximations to the MAP estimates \( \{ x_i^* \} = \arg \max_{x_i} P(x_1, ..., x_N|y) \).
Provided some technical conditions apply, see [23] for a theoretical analysis of what conditions are needed for the mean field theory approximation.

In addition, for many optimization problems it may be desirable to have some form of temperature annealing to help avoid local minima. This can be achieved by calculating the estimates of the marginals \( \{ b_i^T(x_i) \} \), and the joint distribution \( \{ b^T_{ij}(x_i, x_j) \} \), at high values of the temperature \( T \) and using these as initializations for the estimates for smaller values of the \( T \). See [23], [13] for examples of this approach and for further references.

### 6.2 Kullback-Leibler Approximations and Information Geometry

Amari’s theory of information geometry [1] gives a framework for obtaining approximations to probability distributions (where the approximations are restricted to have specific functional forms). This gives some insight into the Bethe approximations. The material on the mean field theory approximation is related to Saul et al [16] and the Bethe free energy is similar to the derivation by Yedidia et al [22].

Let the target distribution be \( P(x_1, ..., x_N) = \frac{1}{Z} \prod_{i,j: i > j} \psi_{ij}(x_i, x_j) \prod_i \psi_i(x_i, y_i) \) (see equation (1)). Suppose we want to approximate it by a factorizable distribution \( P_F(x_1, ..., x_N) = \prod_{i=1}^N b_i(x_i) \) (with \( \sum_{x_i} b_i(x_i) = 1 \forall i \)). One measure of similarity, suggested by information geometry, is to seek the distribution \( P_F(x_1, ..., x_N) \) which minimizes the Kullback-Leibler divergence to \( P(x_1, ..., x_N) \):

\[ D(P_F||P) = \sum_{x_1, ..., x_N} P_F(x_1, ..., x_N) \log \frac{P_F(x_1, ..., x_N)}{P(x_1, ..., x_N)}. \tag{33} \]

We can re-express this as:

\[ D(P_F||P) = - \sum_i \sum_{x_i} b_i(x_i) \log \psi_i(x_i) - \sum_{i,j} \sum_{x_i, x_j} b_i(x_i) b_j(x_j) \log \psi_{ij}(x_i, x_j) \]
\begin{equation}
+ \sum_i \sum_{x_i} b_i(x_i) \log b_i(x_i) + \log Z. \tag{34}
\end{equation}

Minimizing $D(P_F||P)$ with respect to the $\{b_i\}$ (with the constraints that $\sum_i b_i(x_i) = 1 \forall i$) gives the mean field free energy used for many optimization applications, see for example [23], [13]. (The notation is different in those papers. For example to obtain the formulation used in [23] we relate the variables $x_i, x_j$ to $a, b$ and identify the variables $\{b_i(x_i)\}$ with the matching variables $\{S_{ia}\}$ and the terms $- \log \psi_i(x_i)$ and $- \log \psi_{ij}(x_i, x_j)$ with terms $-A_{ia}$ and $T_{ijab}$. The variables are constrained so that $\sum_a S_{ia} = 1, \forall i$.)

The Bethe free energy can be obtained in a similar way (although, as we will discuss, an additional approximation is needed if the graph has closed loops). We seek to approximate the distribution $P(x_1, ..., x_N)$ by a distribution $P_\beta(x_1, ..., x_N)$ which has marginals $\{b_i(x_i)\}$ and joint distributions $\{b_{ij}(x_i, x_j)\}$. Once again, we attempt to find the approximation $P_\beta(x_1, ..., x_N)$ which minimizes the Kullback-Leibler divergence:

\begin{equation}
D(P_\beta||P) = \sum_{x_1, ..., x_N} P_\beta(x_1, ..., x_N) \log \frac{P_\beta(x_1, ..., x_N)}{P(x_1, ..., x_N)} \\
= \sum_{x_1, ..., x_N} P_\beta(x_1, ..., x_N) \log P_\beta(x_1, ..., x_N) \\
- \sum_{x_1, ..., x_N} P_\beta(x_1, ..., x_N) \log P(x_1, ..., x_N). \tag{35}
\end{equation}

The second term of the Kullback-Leibler, see equation (35), can be expressed as $- \sum_i \sum_{x_i} b_i(x_i) \log \psi_i(x_i) - \sum_{i,j} \sum_{x_i, x_j} b_{ij}(x_i, x_j) \log \psi_{ij}(x_i, x_j) + \log Z$.

The first term is the entropy of the approximating distribution $P_\beta(x_1, ..., x_N)$. The Bethe approximation consists of assuming that we can express this as:

\begin{equation}
\sum_{x_1, ..., x_N} P_\beta(x_1, ..., x_N) \log P_\beta(x_1, ..., x_N) \\
\approx \sum_{i,j} \sum_{x_i, x_j} b_{ij}(x_i, x_j) \log b_{ij}(x_i, x_j) - \sum_i (n_i - 1) \sum_{x_i} b_i(x_i) \log b_i(x_i). \tag{36}
\end{equation}

It can be shown that this approximation is exact if the graph has no loops. (Recall that we only define joint distribution $b_{ij}(x_i, x_j)$ for nodes $i, j$ which are directly joined in the graph. Also $n_i$ is the number of neighbours). If the graph has no loops then the marginal and joint distributions (combined with the maximum entropy principle) determine a unique probability distribution (see, for example, [15]):

\begin{equation}
P_\beta(x_1, ..., x_N) = \frac{\prod_{i,j} b_{ij}(x_i, x_j)}{\prod_i \{b_i(x_i)\}^{n_i - 1}}. \tag{37}
\end{equation}

In this case, the entropy can be computed directly to give equation (36). But if the graph has loops then $P_\beta(x_1, ..., x_N)$ given by equation (37) is not a
normalized distribution. The Bethe approximation assumes that the entropy can be written as equation (36) even when the graph has closed loops.

Using equation (36) for the entropy gives the result:

\[
D(P_\beta \| P) \approx -\sum_i \sum_{x_i} b_i(x_i) \log \psi_i(x_i) - \sum_{i,j} \sum_{x_i, x_j} b_{ij}(x_i, x_j) \log \psi_{ij}(x_i, x_j) \\
+ \sum_i \sum_{x_i, x_j} b_{ij}(x_i, x_j) \log b_{ij}(x_i, x_j) \\
- \sum_i (n_i - 1) \sum_{x_i} b_i(x_i) \log b_i(x_i),
\]

which is exact for graphs with no loops and an approximation otherwise.

It can be quickly verified that the right hand side of equation (38) is the Bethe free energy (which involves using the relations \(\phi_{ij}(x_i, x_j) = \psi_{ij}(x_i, x_j) \psi_i(x_i) \psi_j(x_j)\) and the identity \(\sum_{i,j} \sum_{x_i, x_j} b_{ij}(x_i, x_j) \log \psi_i(x_i) = \sum_i n_i \sum_{x_i} b_i(x_i) \log \psi_i(x_i)\)).

In summary, the mean field and the Bethe free energies can be obtained replacing the true distribution \(P(x_1, ..., x_n)\) by approximations with probability distributions with specified marginal distributions (mean field) or specified marginal and joint distributions (Bethe). The Bethe free energy requires an additional approximation, about the entropy, if the graph has closed loops. The Kikuchi approximation can be obtained in a similar way. Essentially all these approaches (mean field, Bethe, Kikuchi) seek to approximate the true distributions \(P(x_1, ..., x_N)\) by distributions which are easier to compute with.

7 Conclusion

The aims of this paper were to analyze the BP algorithm of Yedidia et al [22] and to design a double-loop algorithm which can be proven to converge to a minimum of the Bethe free energy. It may also be helpful to determine when BP, and related algorithms, converge to the correct result – see [20].

More constructively, we derived a double-loop algorithm based on separating the Bethe free energy into concave and convex parts and then using a discrete iterative algorithm to solve for the constraints. We showed that the BP algorithm is formally similar to the double-loop algorithm (and might be an effective approximation in some cases).

In other work, see [24], we generalized our results to the Kikuchi free energy. This yielded both a dual formulation of the free energy and a double-loop algorithm that can be proven to converge to a minimum of the Kikuchi free energy.

Finally, we described how previous mean field theory work could be interpreted within this framework. It seems that the differences between mean field theory and the Bethe methods is merely the degree of the approximation used (i.e. do we try to approximate the target distribution by a factorizable distribution – the mean field approach – or do we look for a higher order Bethe
approximation). Mean field theory algorithms can be very effective on difficult optimization problems (e.g., see [13]) provided the factorization assumptions is good enough but they also fail on other difficult problems such as the non-Euclidean Traveling Salesman Problem (Rangarajan – personal communication).

Current work is also to implement the double-loop algorithm on computer vision problems and compare its performance to alternatives such as mean field theory algorithms. It has already been demonstrated [21] that the BP algorithms give good results in situations where mean field algorithms break down.
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Abstract. Using first principles, we establish in this paper a connection between the maximum \textit{a posteriori} (MAP) estimator and the variational formulation of optimizing a given functional subject to some noise constraints. A MAP estimator which uses a Markov or a maximum entropy random field model for a prior distribution can be viewed as a minimizer of a variational problem. Using notions from robust statistics, a variational filter called \textit{Huber gradient descent flow} is proposed. It yields the solution to a Huber type functional subject to some noise constraints, and the resulting filter behaves like a total variation anisotropic diffusion for large gradient magnitudes and like an isotropic diffusion for small gradient magnitudes. Using some of the gained insight, we are also able to propose an information-theoretic gradient descent flow whose functional turns out to be a compromise between a neg-entropy variational integral and a total variation. Illustrating examples demonstrate a much improved performance of the proposed filters in the presence of Gaussian and heavy tailed noise.

1 Introduction

Linear filtering techniques abound in many image processing applications and their popularity mainly stems from their mathematical simplicity and their efficiency in the presence of additive Gaussian noise. A mean filter for example is the optimal filter for Gaussian noise in the sense of mean square error. Linear filters, however, tend to blur sharp edges, destroy lines and other fine image details, fail to effectively remove heavy tailed noise, and perform poorly in the presence of signal-dependent noise. This led to a search for nonlinear filtering alternatives. The research effort on nonlinear median-based filtering has resulted in remarkable results, and has highlighted some new promising research avenues [1]. On account of its simplicity, its edge preservation property and its robustness to impulsive noise, the standard median filter remains among the favorites for image processing applications [1]. The median filter, however, often tends to remove fine details in the image, such as thin lines and corners [1]. In recent
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years, a variety of median-type filters such as stack filters, weighted median [1],
and relaxed median [2] have been developed to overcome this drawback. In spite
of an improved performance, these solutions were missing the regularizing power
of a prior on the underlying information of interest.

Among Bayesian image estimation methods, the MAP estimator using
Markov or maximum entropy random field priors [3,4,5] has proven to be a
powerful approach to image restoration. Among the limitations in using MAP
estimation is the difficulty of systematically and easily/reliably choosing a prior
distribution and its corresponding optimizing energy function, and in some cases
the resulting computational complexity.

In recent years, variational methods and partial differential equations (PDE)
based methods [6,7] have been introduced to explicitly account for intrinsic ge-
ometry in a variety of problems including image segmentation, mathematical
morphology and image denoising. The latter will be the focus of the present
paper. The problem of denoising has been addressed using a number of dif-
f erent techniques including wavelets [9], order statistics based filters [1], PDE’s based
algorithms [6,10,11], and variational approaches [7]. A large number of PDE
based methods have particularly been proposed to tackle the problem of image
denoising with a good preservation of the edges. Much of the appeal of PDE-
based methods lies in the availability of a vast arsenal of mathematical tools
which at the very least act as a key guide in achieving numerical accuracy as
well as stability. Partial differential equations or gradient descent flows are gener-
ally a result of variational problems using the Euler-Lagrange principle [12].
One popular variational technique used in image denoising is the total variation
based approach. It was developed in [10] to overcome the basic limitations of
all smooth regularization algorithms, and a variety of numerical methods have
also been recently developed for solving total variation minimization problems
[10,13,14].

In this paper, we present a variational approach to MAP estimation. The key
idea behind this approach is to use geometric insight in helping construct
regularizing functionals and avoiding a subjective choice of a prior in MAP
estimation. Using tools from robust statistics and information theory, we propose
two gradient descent flows for image denoising to illustrate the resulting overall
methodology.

In the next section we briefly recall the MAP estimation formulation. In
Section 3, we formulate a variational approach to MAP estimation. Section 4 is
devoted to a robust variational formulation. In section 5, an entropic variational
approach to MAP estimation is given. An improved entropic gradient descent
flow is proposed in Section 6. Finally, in Section 7, we provide experimental
results to show a much improved performance of the proposed gradient descent
flows in image denoising.
2 Problem Formulation

Consider an additive noise model for an observed image

\[ u_0 = u + \eta, \tag{1} \]

where \( u \) is the original image \( u : \Omega \to \mathbb{R} \), and \( \Omega \) is a nonempty, bounded, open set in \( \mathbb{R}^2 \) (usually \( \Omega \) is a rectangle in \( \mathbb{R}^2 \)). The noise process \( \eta \) is i.i.d., and \( u_0 \) is the observed image. The objective is to recover \( u \), knowing \( u_0 \) and also some statistics of \( \eta \). Throughout, \( x = (x_1, x_2) \) denotes a pixel location in \( \Omega \), \( | \cdot | \) denotes the Euclidean norm and \( \| \cdot \| \) denotes the \( L^2 \)-norm.

Many image denoising methods have been proposed to estimate \( u \), and among these figure Bayesian estimation schemes [3], wavelet based methods [9], and PDE based techniques [6, 10, 11].

One commonly used Bayesian approach in image denoising is the maximum a posteriori (MAP) estimation method which incorporates prior information. Denote by \( p(u) \) the prior distribution for the unknown image \( u \). The MAP estimator is given by

\[ \hat{u} = \arg \max_u \{ \log p(u_0 | u) + \log p(u) \}, \tag{2} \]

where \( p(u_0 | u) \) denotes the conditional probability of \( u_0 \) given \( u \).

A general model for the prior distribution \( p(u) \) is a Markov random field (MRF) which is characterized by its Gibbs distribution given by [3]

\[ p(u) = \frac{1}{Z} \exp \left\{ -\frac{\mathcal{F}(u)}{\lambda} \right\}, \]

where \( Z \) is the partition function, \( \lambda \) is a constant known as the temperature in the terminology of physical systems. For large \( \lambda \), the prior probability becomes flat, and for small \( \lambda \), the prior probability has sharp modes. \( \mathcal{F} \) is called the energy function and has the form \( \mathcal{F}(u) = \sum_{c \in \mathcal{C}} V_c(u) \), where \( \mathcal{C} \) denotes the set of cliques for the MRF, and \( V_c \) is a potential function defined on a clique. Markov random fields have been extensively used in computer vision particularly for image restoration, and it has been established that Gibbs distributions and MRF’s are equivalent [3], in other words, if a problem can be defined in terms of local potentials then there is a simple way of formulating the problem in terms of MRF’s.

If the noise process \( \eta \) is i.i.d. Gaussian, then we have

\[ p(u_0 | u) = K \exp \left( -\frac{|u - u_0|^2}{2\sigma^2} \right), \]

where \( K \) is a normalizing positive constant, and \( \sigma^2 \) is the noise variance. Thus, the MAP estimator in (2) yields

\[ \hat{u} = \arg \min_u \left\{ \mathcal{F}(u) + \frac{\lambda}{2} |u - u_0|^2 \right\}. \tag{3} \]
Image estimation using MRF priors has proven to be a powerful approach to restoration and reconstruction of high-quality images. A major problem limiting its utility is, however, the lack of a practical and robust method for systematically selecting the prior distribution. The Gibbs prior parameter $\lambda$ is also of particular importance since it controls the balance of influence of the Gibbs prior and that of the likelihood. If $\lambda$ is too small, the prior will tend to have an over-smoothing effect on the solution. Conversely, if it is too large, the MAP estimator may be unstable, reducing to the maximum likelihood solution as $\lambda$ goes to infinity.

Another difficulty in using a MAP estimator is the non-uniqueness of the solution when the energy function $\mathcal{F}$ is not convex.

3 A Variational Approach to MAP Estimation

According to noise model (1), our goal is to estimate the original image $u$ based on the observed image $u_0$ and on any knowledge of the noise statistics of $\eta$. This leads to solving the following noise-constrained optimization problem

$$
\min_u \mathcal{F}(u) \quad \text{s.t.} \quad \|u - u_0\|^2 = \sigma^2
$$

where $\mathcal{F}$ is a given functional which is often a criterion of smoothness of the reconstructed image.

Using Lagrange’s theorem, the minimizer of (4) is given by

$$
\hat{u} = \arg \min_u \left\{ \mathcal{F}(u) + \frac{\lambda}{2}\|u - u_0\|^2 \right\}.
$$

where $\lambda$ is a nonnegative parameter chosen so that the constraint $\|u_0 - u\|^2 = \sigma^2$ is satisfied. In practice, the parameter $\lambda$ is often estimated or chosen \textit{a priori}.

Equations (3) and (5) show a close connection between image recovery via MAP estimation and image recovery via optimization of variational integrals. Indeed, Eq. (3) may be written in integral form as Eq. (5).

A critical issue is the choice of the variational integral $\mathcal{F}$. The classical functionals (also called \textit{variational integrals}) used in image denoising are the Dirichlet and the total variation integrals defined respectively as follows

$$
\mathcal{D}(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 dx, \quad \text{and} \quad TV(u) = \int_\Omega |\nabla u| dx,
$$

where $\nabla u$ stands for the gradient of the image $u$.

A generalization of these functionals is the variational integral given by

$$
\mathcal{F}(u) = \int_\Omega F(|\nabla u|) dx,
$$

where $F : \mathbb{R}^+ \to \mathbb{R}$ is a given smooth function called \textit{variational integrand} or \textit{Lagrangian} [12].
The total variation method [10] basically consists in finding an estimate \( \hat{u} \) for the original image \( u \) with the smallest total variation among all the images satisfying the noise constraint \( \| u - u_0 \| = \sigma^2 \), where \( \sigma \) is assumed known. Note that the regularizing parameter \( \lambda \) controls the balance between minimizing the term which corresponds to fitting the data, and minimizing the regularizing term. The intuition behind the use of the total variation integral is that it incorporates the fact that discontinuities are present in the original image \( u \) (it measures the jumps of \( u \), even if it is discontinuous). The total variation method has been used with success in image denoising, especially for denoising images with piecewise constant features while preserving the location of the edges exactly [15,16].

Using Eq. (7), we define the following functional
\[
\mathcal{L}(u) = \mathcal{F}(u) + \frac{\lambda}{2} \| u - u_0 \|^2 = \int_{\Omega} \left( F(|\nabla u|) + \frac{\lambda}{2} | u - u_0 |^2 \right) \, dx. \tag{8}
\]
Thus, the optimization problem (5) becomes
\[
\hat{u} = \arg\min_{u \in X} \mathcal{L}(u) = \arg\min_{u \in X} \left\{ \mathcal{F}(u) + \frac{\lambda}{2} \| u - u_0 \|^2 \right\}, \tag{9}
\]
where \( X \) is an appropriate image space of smooth functions like \( C^1(\Omega) \), or the space \( BV(\Omega) \) of image functions with bounded variation\(^1\), or the Sobolev space\(^2\) \( H^1(\Omega) = W^{1,2}(\Omega) \).

### 3.1 Properties of the Optimization Problem

A problem is said to be well-posed in the sense of Hadamard if (i) a solution of the problem exists, (ii) the solution is unique, (iii) and the solution is stable, i.e. depends continuously on the problem data. It is ill-posed when it fails to satisfy at least one of these criteria. To guarantee the well-posedness of our minimization problem (9), the following result provides some conditions.

**Theorem 1.** Let the image space \( X \) be a reflexive Banach space, and let \( \mathcal{F} \) be (i) weakly lower semicontinuous, i.e. if for any sequence \( (u^k) \) in \( X \) converging weakly to \( u \), we have \( \mathcal{F}(u) \leq \liminf_{k \to \infty} \mathcal{F}(u^k) \).
(ii) coercive, i.e. \( \mathcal{F}(u) \to \infty \) as \( \| u \| \to \infty \).
Then the functional \( \mathcal{L} \) is bounded from below and possesses a minimizer, i.e. there exists \( \hat{u} \in X \) such that \( \mathcal{L}(\hat{u}) = \inf_X \mathcal{L} \). Moreover, if \( \mathcal{F} \) is convex and \( \lambda > 0 \), then the optimization problem (9) has a unique solution, and it is stable.

**Proof.** From (i) and (ii) and the weak lower semicontinuity of the \( L^2 \)-norm, the functional \( \mathcal{L} \) is weak lower semicontinuous, and coercive.

---

\(^1\) \( BV(\Omega) = \{ u \in L^1(\Omega) : TV(u) < \infty \} \) is a Banach space with the norm \( \| u \|_{BV} = \| u \|_{L^1(\Omega)} + TV(u) \).
\(^2\) \( H^1(\Omega) = \{ u \in L^2(\Omega) : \nabla u \in L^2(\Omega) \} \) is a Hilbert space with the norm \( \| u \|_{H^1(\Omega)}^2 = \| u \|^2 + \| \nabla u \|^2 \).
Let $u^n$ be a minimizing sequence of $\mathcal{L}$, i.e. $\mathcal{L}(u^n) \to \inf_X \mathcal{L}$. An immediate consequence of the coercivity of $\mathcal{L}$ is that $u^n$ must be bounded. As $X$ is reflexive, thus $u^n$ converges weakly to $\hat{u}$ in $X$, i.e. $u^n \rightharpoonup \hat{u}$. Thus $\mathcal{L}(\hat{u}) \leq \liminf_{n \to \infty} \mathcal{L}(u^n) = \inf_X \mathcal{L}$. This proves that $\mathcal{L}(\hat{u}) = \inf_X \mathcal{L}$.

It is easy to check that convexity implies weakly lower semicontinuity. Thus the solution of the optimization problem (9) exists and it is unique because the $L^2$-norm is strictly convex. The stability follows using the semicontinuity of $\mathcal{L}$ and the fact that $u^n$ is bounded. \hfill \Box

### 3.2 Gradient Descent Flows

To solve the optimization problem (9), a variety of iterative methods may be applied such as gradient descent [10], or fixed point method [13,16].

The most important first-order necessary condition to be satisfied by any minimizer of the functional $\mathcal{L}$ given by Eq. (8) is that its first variation $\delta \mathcal{L}(u; v)$ vanishes at $u$ in direction of $v$, that is

$$\delta \mathcal{L}(u; v) = \frac{d}{d\epsilon} \mathcal{L}(u + \epsilon v) \bigg|_{\epsilon=0} = 0,$$  \hspace{1cm} (10)

and a solution $v$ of (10) is called a weak extremal of $\mathcal{L}$ [12].

Using the fundamental lemma of the calculus of variations, relation (10) yields the Euler-Lagrange equation as a necessary condition to be satisfied by minimizers of $\mathcal{L}$. This Euler-Lagrange equation is given by

$$-\nabla \cdot \left( \frac{F'(|\nabla u|)}{|\nabla u|} \nabla u \right) + \lambda (u - u_0) = 0, \quad \text{in } \Omega,$$  \hspace{1cm} (11)

with homogeneous Neumann boundary conditions. An image $u$ satisfying (11) (or equivalently $\nabla \mathcal{L}(u) = 0$) is called an extremal of $\mathcal{L}$.

Note that $|\nabla u|$ is not differentiable when $\nabla u = 0$ (e.g. flat regions in the image $u$). To overcome the resulting numerical difficulties, we use the following slight modification

$$|\nabla u|_\epsilon = \sqrt{|\nabla u|^2 + \epsilon},$$

where $\epsilon$ is positive sufficiently small.

By further constraining $\lambda$, we may be in a position to sharpen the properties of the minimizer, as given in the following.

**Proposition 1.** Let $\lambda = 0$, and $S$ be a convex set of an image space $X$. If the Lagrangian $F$ is nonnegative convex and of class $C^1$ such that $F'(0) \geq 0$, then the global minimizer of $\mathcal{L}$ is a constant image.

**Proof.** Since $F$ is convex and $F'(0) \geq 0$, it follows that $F(|\nabla u|) \geq F(0)$. Thus the constant image is a minimizer of $\mathcal{L}$. Since $S$ is convex, it follows that this minimizer is global. \hfill \Box
Using the Euler-Lagrange variational principle, the minimizer of (9) can be interpreted as the steady state solution to the following nonlinear elliptic PDE called \textit{gradient descent flow}

\[
  u_t = \nabla \cdot (g(|\nabla u|)\nabla u) - \lambda (u - u_0), \quad \text{in } \Omega \times \mathbb{R}_+, \tag{12}
\]

where \(g(z) = F'(z)/z\), with \(z > 0\), and assuming homogeneous Neumann boundary conditions.

The following examples illustrate the close connection between minimizing problems of variational integrals and boundary value problems for partial differential equations in the case of no noise constraint (i.e. setting \(\lambda = 0\)):

(a) \textbf{Heat equation:} \(u_t = \Delta u\) is the gradient descent flow for the Dirichlet variational integral

\[
  D(u) = \frac{1}{2} \int_{\Omega} |\nabla u|^2 dx, \tag{13}
\]

(b) \textbf{Perona-Malik PDE:} It has been shown in [17] that the anisotropic diffusion PDE of Perona and Malik [6] given by \(u_t = \nabla \cdot (g(|\nabla u|)\nabla u)\), is the gradient descent flow for the variational integral

\[
  \mathcal{F}_c(u) = \int_{\Omega} F_c(|\nabla u|) dx, \nonumber
\]

with Lagrangians

\[
  F_c(z) = \frac{c^2}{2} \log \left(1 + \frac{z^2}{c^2}\right) \quad \text{or} \quad F_c(z) = \frac{c^2}{2} \left(1 - \exp \left(-\frac{z^2}{c^2}\right)\right),
\]

where \(z \in \mathbb{R}_+\) and \(c\) is a tuning positive constant.

The key idea behind using the diffusion functions proposed by Perona and Malik is to encourage smoothing in flat regions and to diffuse less around the edges, so that small variations in the image such as noise is smoothed and edges are preserved. However, it has been noted that the anisotropic diffusion is ill-posed and it becomes well-posed under certain conditions on the diffusion function or equivalently on the Lagrangian [17].

(c) \textbf{Curvature flow:} \(u_t = \nabla \cdot \left(\frac{\nabla u}{|\nabla u|}\right)\) corresponds to the total variation integral

\[
  TV(u) = \int_{\Omega} |\nabla u| dx. \tag{14}
\]

4 \textbf{Robust Variational Approach}

Robust estimation addresses the case where the distribution function is in fact \textit{not} precisely known [18,9]. In this case, a reasonable approach would be to assume that the density is a member of some set, or some family of parametric
families, and to choose the best estimate for the least favorable member of that set. Huber [18] proposed an $\epsilon$-contaminated normal set $\mathcal{P}_\epsilon$ defined as

$$\mathcal{P}_\epsilon = \{(1-\epsilon)\Phi + \epsilon H : \ H \in \mathcal{S}\},$$

where $\Phi$ is the standard normal distribution, $\mathcal{S}$ is the set of all probability distributions symmetric with respect to the origin (i.e. such that $H(-x) = 1 - H(x)$) and $\epsilon \in [0,1]$ is the known fraction of “contamination”. Huber found that the least favorable distribution in $\mathcal{P}_\epsilon$ which maximizes the asymptotic variance (or, equivalently, minimizes the Fisher information) is Gaussian in the center and Laplacian in the tails, and switches from one to the other at a point whose value depends on the fraction of contamination $\epsilon$, larger fractions corresponding to smaller switching points and vice versa.

For the set $\mathcal{P}_\epsilon$ of $\epsilon$-contaminated normal distributions, the least favorable distribution has a density function $f_H$ given by [18,9]

$$f_H(z) = \frac{(1-\epsilon)}{\sqrt{2\pi}} \exp(-\rho_k(z)), \quad (15)$$

where $\rho_k$ is the Huber M-estimator cost function given by

$$\rho_k(z) = \begin{cases} \frac{z^2}{2} & \text{if } |z| \leq k \\ k|z| - \frac{k^2}{2} & \text{otherwise} \end{cases}, \quad (16)$$

and $k$ is a positive constant related to the fraction of contamination $\epsilon$ by the equation [18]

$$2 \left( \frac{\phi(k)}{k} - \Phi(-k) \right) = \frac{\epsilon}{1-\epsilon}, \quad (17)$$

where $\Phi$ is the standard normal distribution function and $\phi$ is its probability density function. It is clear that $\rho_k$ is a convex function, quadratic in the center and linear in the tails.

Motivated by the robustness of the Huber M-filter in the probabilistic approach of image denoising [1], we define the Huber variational integral as

$$\mathcal{R}_k(u) = \int_\Omega \rho_k(|\nabla u|)dx. \quad (18)$$

It is worth noting that the Huber variational integral is a hybrid of the Dirichlet variational integral ($\rho_k(|\nabla u|) \propto |\nabla u|^2/2$ as $k \to \infty$) and the total variation integral ($\rho_k(|\nabla u|) \propto |\nabla u|$ as $k \to 0$). One may check that the Huber variational integral $\mathcal{R}_k : H^1(\Omega) \to \mathbb{R}^+$ is well defined, convex, and coercive. It follows from Theorem 1 that the minimization problem

$$\hat{u} = \arg \min_{u \in H^1(\Omega)} \int_\Omega \left( \rho_k(|\nabla u|) + \frac{\lambda}{2} |u - u_0|^2 \right)dx \quad (19)$$

has a solution. This solution is unique when $\lambda > 0$. 

Proposition 2. The optimization problem (19) is equivalent to
\[ \hat{u} = \arg \min_{(u, \theta) \in H^1(\Omega) \times \mathbb{R}} \left\{ \frac{\theta^2}{2} + \int_\Omega \left( k |\nabla u - \theta| + \frac{\lambda}{2} |u - u_0|^2 \right) \, dx \right\}. \]  

Proof. For \( z \) fixed, define \( \Psi(\theta) = \frac{1}{2} \theta^2 + k |z - \theta| \) on \( \mathbb{R} \). It is clear that \( \Psi \) is convex on \( \mathbb{R} \). It follows that \( \Psi \) attains its minimum at \( \theta_0 \) such that \( \Psi'(\theta_0) = 0 \) and \( \Psi''(\theta_0) > 0 \), that is \( \theta_0 = k \text{sign}(z - k) \). Thus we have
\[ \Psi(\theta_0) = \begin{cases} 
  kz - \frac{k^2}{2} & \text{if } z > k \\
  \frac{z^2}{2} & \text{if } z = k \\
  -kz - \frac{k^2}{2} & \text{if } z < -k
\end{cases} \]

It follows that \( \rho_k(z) = \arg \min_{\theta \in \mathbb{R}} \Psi(\theta) \). This concludes the proof. \( \square \)

Using the Euler-Lagrange variational principle, it follows that the Huber gradient descent flow is given by
\[ u_t = \nabla \cdot (g_k(|\nabla u|) \nabla u) - \lambda (u - u_0), \quad \text{in } \Omega \times \mathbb{R}_+, \]  

where \( g_k \) is the Huber M-estimator weight function [18]
\[ g_k(z) = \frac{\rho_k'(z)}{z} = \begin{cases} 
  1 & \text{if } |z| \leq k \\
  \frac{k}{|z|} & \text{otherwise}
\end{cases} \]

and with homogeneous Neumann boundary conditions.

For large \( k \), the Huber gradient descent flow results in the isotropic diffusion (heat equation when \( \lambda = 0 \)), and for small \( k \), it corresponds to total variation gradient descent flow (curvature flow when \( \lambda = 0 \)).

It is worth noting that in the case of no noise constraint (i.e. setting \( \lambda = 0 \)), the Huber gradient descent flow yields the robust anisotropic diffusion [19] obtained by replacing the diffusion functions proposed in [6] by robust M-estimator weight functions [18,1].

Chambolle and Lions [14] proposed the following variational integral
\[ \Phi_\epsilon(u) = \int_\Omega \phi_\epsilon(|\nabla u|) \, dx, \]

where the Lagrangian \( \phi_\epsilon \) is defined as
\[ \phi_\epsilon(z) = \begin{cases} 
  \frac{z^2}{2\epsilon} & \text{if } |z| \leq \epsilon \\
  \frac{|z| - \frac{\epsilon}{2}}{2} & \text{if } \epsilon \leq |z| \leq \frac{1}{\epsilon} \\
  -\frac{1 - \epsilon^2}{2\epsilon} & \text{if } |z| \geq \frac{1}{\epsilon}
\end{cases} \]

As mentioned in [14], the case \( |z| \geq 1/\epsilon \) may be dropped when dealing with discrete images since in this case the image gradients have bounded magnitudes. Hence, the variational integral \( \Phi_\epsilon \) becomes the Huber variational integral \( \mathcal{R}_k \).
5 Entropic Variational Approach

The maximum entropy criterion is an important principle in statistics for modelling the prior probability $p(u)$ of an unknown image $u$, and it has been used with success in numerous image processing applications [4]. Suppose the available information by way of moments of some known functions $m_r(u), r = 1, \ldots, s$. The maximum entropy principle suggests that a good choice of the prior probability $p(u)$ is the one that has the maximum entropy or equivalently has the minimum negentropy [20]

$$\min_u \int p(u) \log p(u) du$$
$$\text{s.t. } \int p(u) du = 1$$
$$\int m_r(u)p(u) du = \mu_r, \ r = 1, \ldots, s$$

Using Lagrange’s theorem, the solution of (23) is given by

$$p(u) = \frac{1}{Z} \exp \left\{ - \sum_{r=1}^{s} \lambda_r m_r(u) \right\},$$

where $\lambda_r$’s are the Lagrange multipliers, and $Z$ is the partition function. Thus, the maximum entropy distribution $p(u)$ given by Eq. (24) can be used as a model for the prior distribution in MAP estimation.

5.1 Entropic Gradient Descent Flow

Motivated by the good performance of the maximum entropy method in the probabilistic approach to image denoising, we define the negentropy variational integral as

$$\mathcal{H}(u) = \int_{\Omega} H(|\nabla u|) dx = \int_{\Omega} |\nabla u| \log |\nabla u| dx,$$

where $H(z) = z \log(z)$, $z \geq 0$. Note that $-H(z) \to 0$ as $z \to 0$.

It follows from the inequality $z \log(z) \leq z^2 / 2$ that

$$|\mathcal{H}(u)| \leq \int_{\Omega} |\nabla u|^2 dx \leq \|u\|_{H^1(\Omega)}^2 < \infty, \ \forall u \in H^1(\Omega),$$

Thus the negentropy variational integral $\mathcal{H} : H^1(\Omega) \to \mathbb{R}$ is well defined. Clearly, the Lagrangian $H$ is strictly convex, and coercive, i.e. $H(z) \to \infty$ as $|z| \to \infty$. The following result follows from Theorem 1.

Proposition 3. Let $\lambda > 0$. The minimization problem

$$\hat{u} = \arg \min_{u \in H^1(\Omega)} \int_{\Omega} \left( |\nabla u| \log |\nabla u| + \frac{\lambda}{2} |u - u_0|^2 \right) dx$$

has a unique solution provided that $|\nabla u| \geq 1$. 
Using the Euler-Lagrange variational principle, it follows that the entropic gradient descent flow is given by

$$u_t = \nabla \cdot \left( \frac{1 + \log |\nabla u|}{|\nabla u|} \nabla u \right) - \lambda (u - u_0), \quad \text{in } \Omega \times \mathbb{R}_+, \quad (26)$$

with homogeneous Neumann boundary conditions.

**Proposition 4.** Let $u$ be an image. The negentropy variational integral and the total variation satisfy the following inequality

$$\mathcal{H}(u) \geq TV(u) - 1.$$

**Proof.** Since the negentropy $H$ is a convex function, the Jensen inequality yields

$$\int_{\Omega} H(|\nabla u|) dx \geq H \left( \int_{\Omega} |\nabla u| dx \right) = H \left( TV(u) \right) = TV(u) \log TV(u),$$

and using the inequality $z \log(z) \geq z - 1$ for $z \geq 0$, we conclude the proof. \qed

**Fig. 1.** Visual comparison of some variational integrands.
5.2 Improved Entropic Gradient Descent Flow

Some variational integrands discussed in this paper are plotted in Fig. 1. From these plots, one may define a hybrid functional between the negentropy variational integral and the total variation as follows

\[ \tilde{\mathcal{H}}(u) = \begin{cases} \mathcal{H}(u) & \text{if } |\nabla u| \leq e \\ TV(u) & \text{otherwise} \end{cases} \]

Note that the functional \( \tilde{\mathcal{H}} \) is not differentiable when the Euclidean norm of \( \nabla u \) is equal to \( e \) (i.e. Euler number: \( e = \lim_{n \to \infty} (1 + 1/n)^n \approx 2.71 \)). This difficulty is overcome if we replace \( \tilde{\mathcal{H}} \) with the following functional \( \mathcal{H}_{TV} \) defined as

\[ \mathcal{H}_{TV}(u) = \int_{\Omega} H_{TV}(|\nabla u|)dx = \begin{cases} \mathcal{H}(u) & \text{if } |\nabla u| \leq e \\ 2 \cdot TV(u) - |\Omega|e & \text{otherwise} \end{cases} \tag{27} \]

where \( H_{TV} : \mathbb{R}^+ \to \mathbb{R} \) is defined as

\[ H_{TV}(z) = \begin{cases} z \log(z) & \text{if } z \leq e \\ 2z - e & \text{otherwise} \end{cases} \]

and \(|\Omega|\) denotes the Lebesgue measure of the image domain \( \Omega \). In the numerical implementation of our algorithms, we may assume without loss of generality that \( \Omega = (0,1) \times (0,1) \), so that \(|\Omega| = 1 \). Note that \( \mathcal{H}_{TV} : H^1(\Omega) \to \mathbb{R} \) is well defined, differentiable, weakly lower semicontinuous, and coercive. It follows from Theorem 1 that the minimization problem

\[ \hat{u} = \arg \min_{u \in H^1(\Omega)} \left\{ \mathcal{H}_{TV}(u) + \frac{\lambda}{2} \|u - u_0\|^2 \right\} \tag{28} \]

has a solution.

Using the Euler-Lagrange variational principle, it follows that the improved entropic gradient descent flow is given by

\[ u_t = \nabla \cdot \left( \frac{H'_{TV}(|\nabla u|)}{|\nabla u|} \nabla u \right) - \lambda(u - u_0), \quad \text{in } \Omega \times \mathbb{R}^+, \tag{29} \]

with homogeneous Neumann boundary conditions.

6 Simulation Results

This section presents simulation results where Huber, entropic, total variation and improved entropic gradient descent flows are applied to enhance images corrupted by Gaussian and Laplacian noise.

The performance of a filter clearly depends on the filter type, the properties of signals/images, and the characteristics of the noise. The choice of criteria by which to measure the performance of a filter presents certain difficulties, and only gives a partial picture of reality. To assess the performance of the proposed
denoising methods, a mean square error (MSE) between the filtered and the original image is evaluated and used as a quantitative measure of performance of the proposed techniques. The regularization parameter (or Lagrange multiplier) \( \lambda \) for the proposed gradient descent flows is chosen to be proportional to signal-to-noise ratio (SNR) in all the experiments.

In order to evaluate the performance of the proposed gradient descent flows in the presence of Gaussian noise, the image shown in Fig. 2(a) has been corrupted by Gaussian white noise with SNR = 4.79 db. Fig. 2 displays the results of filtering the noisy image shown in Fig. 2(b) by Huber with optimal \( k = 1.345 \), entropic, total variation and improved entropic gradient descent flows. Qualitatively, we observe that the proposed techniques are able to suppress Gaussian noise while preserving important features in the image. The resulting mean square error (MSE) computations are also tabulated in Fig. 2.

The Laplacian noise is somewhat heavier than the Gaussian noise. Moreover, the Laplace distribution is similar to Huber’s least favorable distribution [9] (for the no process noise case), at least in the tails. To demonstrate the application of the proposed gradient descent flows to image denoising, qualitative and quantitative comparisons are performed to show a much improved performance of these techniques. Fig. 3(b) shows a noisy image contaminated by Laplacian white noise with SNR = 3.91 db. The MSE’s results obtained by applying the proposed techniques to the noisy image are shown in Fig. 3 with the corresponding filtered images. Note that the improved entropic gradient descent flow outperforms the other flows in removing Laplacian noise. Comparison of these images clearly indicates that the improved entropic gradient descent flow preserves well the image structures while removing heavy tailed noise.
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<table>
<thead>
<tr>
<th>Gradient descent flows</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SNR = 4.79</td>
</tr>
<tr>
<td>Huber</td>
<td>234.1499</td>
</tr>
<tr>
<td>Entropic</td>
<td>205.0146</td>
</tr>
<tr>
<td>Total Variation</td>
<td>247.4875</td>
</tr>
<tr>
<td>Improved Entropic</td>
<td>121.2550</td>
</tr>
</tbody>
</table>

(a) Original image
(b) Noisy image SNR = 4.79 db
(c) Huber flow
(d) Entropic flow
(e) Total Variation flow
(f) Improved Entropic flow

Fig. 2. Filtering results for Gaussian noise.
<table>
<thead>
<tr>
<th>Gradient descent flows</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SNR = 6.33</td>
</tr>
<tr>
<td>Huber</td>
<td>237.7012</td>
</tr>
<tr>
<td>Entropic</td>
<td>200.5266</td>
</tr>
<tr>
<td>Total Variation</td>
<td>138.4717</td>
</tr>
<tr>
<td>Improved Entropic</td>
<td>104.4591</td>
</tr>
</tbody>
</table>

Fig. 3. Filtering results for Laplacian noise.
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Abstract. Motion segmentation methods often fail to detect the motions of low textured regions. We develop an algorithm for segmentation of low textured moving objects. While usually current motion segmentation methods use only two or three consecutive images our method refines the shape of the moving object by processing successively the new frames as they become available. We formulate the segmentation as a parameter estimation problem. The images in the sequence are modeled taking into account the rigidity of the moving object and the occlusion of the background by the moving object. The segmentation algorithm is derived as a computationally simple approximation to the Maximum Likelihood estimate of the parameters involved in the image sequence model: the motions, the template of the moving object, its intensity levels, and the intensity levels of the background pixels. We describe experiments that demonstrate the good performance of our algorithm.

1 Introduction

The segmentation of an image into regions that undergo different motions has received the attention of a large number of researchers. According to their research focus, different scientific communities addressed the motion segmentation task from distinct viewpoints.

Several papers on image sequence coding address the motion segmentation task with computation time concerns. They reduce temporal redundancy by predicting each frame from the previous one through motion compensation. See reference [16] for a review on very low bit rate video coding. Regions undergoing different movements are compensated in different ways, according to their motion. The techniques used in image sequence coding attempt to segment the moving objects by processing only two consecutive frames. Since their focus is on compression and not in developing a high level representation, these efforts have not considered low textured scenes, and regions with no texture are considered unchanged. As an example, we applied the algorithm of reference [8] to segmenting a low textured moving object. Two consecutive frames of a traffic road video clip are shown in the left side of Figure 1. In the right side of Figure 1, the template of the moving car was found by excluding from the regions
that changed between the two co-registered frames the ones that correspond to uncovered background areas, see reference [8]. The small regions that due to the noise are misclassified as belonging to the car template can be discarded by an adequate morphological post-processing. However, due to the low texture of the car, the regions in the interior of the car are misclassified as belonging to the background, leading to a highly incomplete car template.

High level representation in image sequence understanding, such as layered models [14,18,3], has been considered in the computer vision literature. Their approach to motion-based segmentation copes with low textured scenes by coupling motion-based segmentation with prior knowledge about the scenes as in statistical regularization techniques, or by combining motion with other attributes. For example, reference [7] uses a Markov Random Field (MRF) prior and a Bayesian Maximum a Posteriori (MAP) criterion to segment moving regions. The authors suggest a multiscale MRF modeling to resolve large regions of uniform intensity. In reference [9], the contour of a moving object is estimated by fusing motion with color segmentation and edge detection. In general, these methods lead to complex and time consuming algorithms.

References [10,11] describe one of the few approaches using temporal integration by averaging the images registered according to the motion of the different objects in the scene. After processing a number of frames, each of these integrated images is expected to show only one sharp region corresponding to the tracked object. This region is found by detecting the stationary regions between the corresponding integrated image and the current frame. Unless the background is textured enough to blur completely the averaged images, some regions of the background can be classified as stationary. In this situation, their method overestimates the template of the moving object. This is particularly likely to happen when the background has large regions with almost constant color or intensity level.

1.1 Proposed Approach

We formulate image sequence analysis as a parameter estimation problem by using the analogy between a communications system and image sequence analysis, see references [15] and [17]. The segmentation algorithm is derived as a computationally simple approximation to the Maximum Likelihood (ML) estimate of the
parameters involved in the two-dimensional (2D) image sequence model: the motions, the template of the moving object, its intensity levels (the object texture), and the intensity levels of the background pixels (the background texture). The joint ML estimation of the complete set of parameters is a very complex task. Motivated by our experience with real video sequences, we decouple the estimation of the motions (moving objects and camera) from that of the remaining parameters. The motions are estimated on a frame by frame basis and then used in the estimation of the remaining parameters. Then, we introduce the motion estimates into the ML cost function and minimize this function with respect to the remaining parameters.

The estimate of the object texture is obtained in closed form. To estimate the background texture and the moving object template, we develop a fast two-step iterative algorithm. The first step estimates the background for a fixed template – the solution is obtained in closed form. The second step estimates the template for a fixed background – the solution is given by a simple binary test evaluated at each pixel. The algorithm converges in a few iterations, typically three to five iterations.

Our approach is related to the approach of references [10,11], however, we model explicitly the occlusion of the background by the moving object and we use all the frames available rather than just a single frame to estimate the moving object template. Even when the moving object has a color very similar to the color of the background, our algorithm has the ability to resolve accurately the moving object from the background, because it integrates over time those small differences.

1.2 Paper Organization

In section 2, we state the segmentation problem. We define the notation, develop the observation model, and formulate the ML estimation. In section 3, we detail the two-step iterative method that minimizes the ML cost function. In section 4, we describe two experiments that demonstrate the performance of our algorithm. Section 5 concludes the paper.

For the details not included in this paper, see reference [1]. A preliminary version of this work was presented in reference [2].

2 Problem Formulation

We discuss motion segmentation in the context of Generative Video (GV), see references [13,14]. GV is a framework for the analysis and synthesis of video sequences. In GV the operational units are not the individual images in the original sequence, as in standard methods, but rather the world images and the ancillary data. The world images encode the non-redundant information about the video sequence. They are augmented views of the world – background world image – and complete views of moving objects – figure world images. The ancillary data registers the world images, stratifies them at each time instant,
and positions the camera with respect to the layering of world images. The world images and the ancillary data are the GV representation, the information that is needed to regenerate the original video sequence. We formulate the moving object segmentation task as the problem of generating the world images and ancillary data for the GV representation of a video clip.

2.1 Notation

An image is a real function defined on a subset of the real plane. The image space is a set \( \{I : D \rightarrow R \} \), where \( I \) is an image, \( D \) is the domain of the image, and \( R \) is the range of the image. The domain \( D \) is a compact subset of the real plane \( \mathbb{R}^2 \), and the range \( R \) is a subset of the real line \( \mathbb{R} \). Examples of images are the frame \( f \) in the video sequence, denoted by \( I_f \), the background world image, denoted by \( B \), the moving object world image, denoted by \( O \), and the moving object template, denoted by \( T \). The images \( I_f, B, \) and \( O \) have range \( R = \mathbb{R} \). They code intensity gray levels\(^1\). The template of the moving object is a binary image, i.e., an image with range \( R = \{0, 1\} \), defining the region occupied by the moving object. The domain of the images \( I_f \) and \( T \) is a rectangle corresponding to the support of the frames. The domain of the background world image \( B \) is a subset \( D \) of the plane whose shape and size depends on the camera motion, i.e., \( D \) is the region of the background observed in the entire sequence. The domain \( D \) of the moving object world image is the subset of \( \mathbb{R}^2 \) where the template \( T \) takes the value 1, i.e., \( D = \{(x, y) : T(x, y) = 1\} \).

In our implementation, the domain of each image is rectangular shaped with size fitting the needs of the corresponding image. Although we use a continuous spatial dependence for commodity, in practice the domains are discretized and the images are stored as matrices. We index the entries of each of these matrices by the pixels \((x, y)\) of each image and refer to the value of image \( I \) at pixel \((x, y)\) as \( I(x, y) \). Throughout the text, we refer to the image product of two images \( A \) and \( B \), i.e., the image whose value at pixel \((x, y)\) equals \( A(x, y)B(x, y) \), as the image \( AB \). Note that this product corresponds to the Hadamard product, or elementwise product, of the matrices representing images \( A \) and \( B \), not their matrix product.

We consider two-dimensional (2D) parallel motions, i.e., all motions (translations and rotations) are parallel to the camera plane. We represent this kind of motions by specifying time varying position vectors. These vectors code rotation-translation pairs that take values in the group of rigid transformations of the
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\(^1\) The intensity values of the images in the video sequence are positive. In our experiments, these values are coded by a binary word of eight bits. Thus, the intensity values of a gray level image are in the set of integers in the interval \([0, 255]\). For simplicity, we do not take into account the discretization and the saturations, i.e., we consider the intensity values to be real numbers and the gray level images to have range \( R = \mathbb{R} \). The analysis in the thesis is easily extended to color images. A color is represented by specifying three intensities, either of the perceptual attributes brightness, hue, and saturation; or of the primary colors red, green, and blue, see reference [12]. The range of a color image is then \( R = \mathbb{R}^3 \).
plane, the special Euclidean group SE(2). The image obtained by applying the rigid motion coded by the vector \( \mathbf{p} \) to the image \( \mathbf{I} \) is denoted by \( \mathcal{M}(\mathbf{p})\mathbf{I} \). The image \( \mathcal{M}(\mathbf{p})\mathbf{I} \) is also usually called the registration of the image \( \mathbf{I} \) according to the position vector \( \mathbf{p} \). The entity represented by \( \mathcal{M}(\mathbf{p}) \) is seen as a motion operator. In practice, the \((x, y)\) entry of the matrix representing the image \( \mathcal{M}(\mathbf{p})\mathbf{I} \) is given by \( \mathcal{M}(\mathbf{p})\mathbf{I}(x, y) = \mathbf{I}(f_x(\mathbf{p}; x, y), f_y(\mathbf{p}; x, y)) \) where \( f_x(\mathbf{p}; x, y) \) and \( f_y(\mathbf{p}; x, y) \) represent the coordinate transformation imposed by the 2D rigid motion. We use bilinear interpolation to compute the intensity values at points that fall between the stored samples of an image.

The motion operators can be composed. The registration of the image \( \mathcal{M}(\mathbf{p})\mathbf{I} \) according to the position vector \( \mathbf{q} \) is denoted by \( \mathcal{M}(\mathbf{qp})\mathbf{I} \). By doing this we are using the notation \( \mathbf{qp} \) for the composition of the two elements of SE(2), \( \mathbf{q} \) and \( \mathbf{p} \). We denote the inverse of \( \mathbf{p} \) by \( \mathbf{p}^\# \), i.e., the vector \( \mathbf{p}^\# \) is such that when composed with \( \mathbf{p} \) we obtain the identity element of SE(2). Thus, the registration of the image \( \mathcal{M}(\mathbf{p})\mathbf{I} \) according to the position vector \( \mathbf{p}^\# \) obtains the original image \( \mathbf{I} \), so we have \( \mathcal{M}(\mathbf{p}^\#\mathbf{p})\mathbf{I} = \mathcal{M}(\mathbf{pp}^\#)\mathbf{I} = \mathbf{I} \). Note that, in general, the elements of SE(2) do not commute, i.e., we have \( \mathbf{qp} \neq \mathbf{pq} \), and \( \mathcal{M}(\mathbf{qp})\mathbf{I} \neq \mathcal{M}(\mathbf{pq})\mathbf{I} \). Only in special cases is the composition of the motion operators not affected by the order of application, as for example when the motions \( \mathbf{p} \) and \( \mathbf{q} \) are pure translations or pure rotations.

The notation for the position vectors involved in the segmentation problem is as follows. The vector \( \mathbf{p}_f \) represents the position of the background world image relative to the camera in frame \( f \). The vector \( \mathbf{q}_f \) represents the position of the moving object relative to the camera in frame \( f \).

2.2 Observation Model

The observation model considers a scene with a moving object in front of a moving camera with two-dimensional (2D) parallel motions. The pixel \((x, y)\) of the image \( \mathbf{I}_f \) belongs either to the background world image \( \mathbf{B} \) or to the object world image \( \mathbf{O} \). The intensity \( \mathbf{I}_f(x, y) \) of the pixel \((x, y)\) is modeled as

\[
\mathbf{I}_f(x, y) = \mathcal{M}(\mathbf{p}_f^\#)\mathbf{B}(x, y) \left[ 1 - \mathcal{M}(\mathbf{q}_f^\#)\mathbf{T}(x, y) \right] \\
+ \mathcal{M}(\mathbf{q}_f^\#)\mathbf{O}(x, y) \mathcal{M}(\mathbf{q}_f^\#)\mathbf{T}(x, y) + \mathbf{W}_f(x, y). \tag{1}
\]

In equation (1), \( \mathbf{T} \) is the moving object template, \( \mathbf{p}_f \) and \( \mathbf{q}_f \) are the camera pose and the object position, and \( \mathbf{W}_f \) stands for the observation noise, assumed Gaussian, zero mean, and white.

Equation (1) states that the intensity of the pixel \((x, y)\) on frame \( f \), \( \mathbf{I}_f(x, y) \), is a noisy version of the true value of the intensity level of the pixel \((x, y)\). If the pixel \((x, y)\) of the current image belongs to the template of the object, \( \mathbf{T} \), after the template is compensated by the object position, i.e., registered according to the vector \( \mathbf{q}_f^\# \), then \( \mathcal{M}(\mathbf{q}_f^\#)\mathbf{T}(x, y) = 1 \). In this case, the first term of the right hand side of (1) is zero, while the second term equals \( \mathcal{M}(\mathbf{q}_f^\#)\mathbf{O}(x, y) \), the intensity of the pixel \((x, y)\) of the moving object. In other words, the intensity \( \mathbf{I}_f(x, y) \)
equals the object intensity $\mathcal{M}(q_f^#)O(x, y)$ corrupted by the noise $W_f(x, y)$. On the other hand, if the pixel $(x, y)$ does not belong to the template of the object, $\mathcal{M}(q_f^#)T(x, y) = 0$, and this pixel belongs to the background world image $B$, registered according to the inverse $p_f^#$ of the camera position. In this case, the intensity $I_f(x, y)$ is a noisy version of the background intensity $\mathcal{M}(p_f^#)B(x, y)$. We want to emphasize that rather than modeling simply the two different motions, as usually done when processing only two consecutive frames, expression (1) models the occlusion of the background by the moving object explicitly.

Expression (1) is rewritten in compact form as

$$
I_f = \left\{ \mathcal{M}(p_f^#)B \left[ 1 - \mathcal{M}(q_f^#)T \right] + \mathcal{M}(q_f^#)O \mathcal{M}(q_f^#)T + W_f \right\} H,
$$

(2)

where we assume that $I_f(x, y) = 0$ for $(x, y)$ outside the region observed by the camera. This is taken care of in equation (2) by the binary image $H$ whose $(x, y)$ entry is such that $H(x, y) = 1$ if pixel $(x, y)$ is in the observed images $I_f$ or $H(x, y) = 0$ if otherwise. The image $1$ is constant with value $1$.

### 2.3 Maximum Likelihood Estimation

Given $F$ frames $\{I_f, 1 \leq f \leq F\}$, we want to estimate the background world image $B$, the object world image $O$, the object template $T$, the camera poses $\{p_f, 1 \leq f \leq F\}$, and the object positions $\{q_f, 1 \leq f \leq F\}$. The quantities $\{B, O, T, \{p_f\}, \{q_f\}\}$ define the GV representation, the information that is needed to regenerate the original video sequence.

Using the observation model of expression (2) and the Gaussian white noise assumption, ML estimation leads to the minimization over all GV parameters of the functional\(^2\)

$$
C_2 = \int \int \sum_{f=1}^{F} \left\{ I_f(x, y) - \mathcal{M}(p_f^#)B(x, y) \left[ 1 - \mathcal{M}(q_f^#)T(x, y) \right] \\
- \mathcal{M}(q_f^#)O(x, y) \mathcal{M}(q_f^#)T(x, y) \right\}^2 H(x, y) \, dx \, dy,
$$

(3)

where the inner sum is over the full set of $F$ frames and the outer integral is over all pixels.

The estimation of the parameters of expression (2) using the $F$ frames rather than a single pair of images is a distinguishing feature of our work. Other techniques usually process only two or three consecutive frames. We use all frames available as needed. The estimation of the parameters through the minimization of a cost function that involves directly the image intensity values is another distinguishing feature of our approach. Other methods try to make some type
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\(^2\) We use a continuous spatial dependence for commodity. The variables $x$ and $y$ are continuous while $f$ is discrete. In practice, the integral is approximated by the sum over all the pixels.
of post-processing over incomplete template estimates. We process directly the image intensity values, through ML estimation.

The minimization of the functional $C_2$ in equation (3) with respect to the set of GV constructs $\{B, O, T\}$ and to the motions $\{\{p_f\}, \{q_f\}, 1 \leq f \leq F\}$ is a highly complex task. To obtain a computationally feasible algorithm, we simplify the problem. We decouple the estimation of the motions $\{\{p_f\}, \{q_f\}, 1 \leq f \leq F\}$ from the determination of the GV constructs $\{B, O, T\}$. This is reasonable from a practical point of view and is well supported by our experimental results with real videos.

The rationale behind the simplification is that the motion of the object (and the motion of the background) can be inferred without having the knowledge of the exact object template. When only two or three frames are given, even humans find it much easier to infer the motions present in the scene than to recover an accurate template of the moving object. To better appreciate the complexity of the problem, the reader can imagine an image sequence for which there is not prior knowledge available, except that there is a background and an occluding object that moves differently from the background. Since there are no spatial cues, consider, for example, that the background texture and the object texture are spatial white noise random variables. In this situation, humans can easily infer the motion of the background and the motion of the object, even from only two consecutive frames. With respect to the template of the moving object, we are able to infer much more accurate templates if we are given a higher number of frames because in this case we easily capture the rigidity of the object across time. This observation motivated our approach of decoupling the estimation of the motions from the estimation of the remaining parameters.

We perform the estimation of the motions on a frame by frame basis by using a known motion estimation method [5], see reference [1] for the details. After estimating the motions, we introduce the motion estimates into the ML cost function and minimize with respect to the remaining parameters. The solution provided by our algorithm is sub-optimal, in the sense that it is an approximation to the ML estimate of the entire set of parameters, and it can be seen as an initial guess for the minimizer of the ML cost function given by expression (3). Then, we can refine the estimate by using a greedy approach. We must emphasize, however, that the key problem here is to find the initial guess in an expedite way, not the final refinement.

3 Minimization Procedure

In this section, we assume that the motions have been correctly estimated and are known. We should note that, in reality, the motions are continuously estimated. Assuming the motions are known, the problem becomes the minimization of the ML cost function with respect to the remaining parameters, i.e., with respect to the template of the moving object, the texture of the moving object, and the texture of the background.
3.1 Two-Step Iterative Algorithm

Due to the special structure of the ML cost function $C_2$, we can express explicitly and with no approximations involved the estimate $\hat{O}$ of the object world image in terms of the template $T$. Doing this, we are left with the minimization of $C_2$ with respect to the template $T$ and the background world image $B$, still a non-linear minimization. We approximate this minimization by a two-step iterative algorithm: (i) in step one, we solve for the background $B$ while the template $T$ is kept fixed; and (ii) in step two, we solve for the template $T$ while the background $B$ is kept fixed. We obtain closed-form solutions for the minimizers in each of the steps (i) and (ii). The two steps are repeated iteratively. The value of the ML cost function $C_2$ decreases along the iterative process. The algorithm proceeds till every pixel has been assigned unambiguously to either the moving object or to the background.

To initialize the segmentation algorithm, we need an initial estimate of the background. A simple, often used, estimate for the background is the average of the images in the sequence, including or not a robust statistic technique like outlier rejection, see for example reference [6]. The quality of this background estimate depends on the occlusion level of the background in the images processed. Depending on the particular characteristics of the image sequence, our algorithm can recover successfully the template of the moving object when using the average of the images as the initial estimate of the background. This is the case with the image sequence we use in the experiments reported in section 4.

In reference [1], we propose a more elaborate initialization that leads to better initial estimates of the background.

3.2 Estimation of the Moving Object World Image

We express the estimate $\hat{O}$ of the moving object world image in terms of the object template $T$. By minimizing $C_2$ with respect to the intensity value $O(x, y)$, we obtain the average of the pixels that correspond to the point $(x, y)$ of the object. The estimate $\hat{O}$ of the moving object world image is then

$$\hat{O} = T \frac{1}{F} \sum_{f=1}^{F} M(q_f)I_f.$$  \hspace{1cm} (4)

This compact expression averages the observations $I$ registered according to the motion $q_f$ of the object in the region corresponding to the template $T$ of the moving object.

We consider now separately the two steps of the iterative algorithm described above.

3.3 Step (i): Estimation of the Background for Fixed Template

To find the estimate $\hat{B}$ of the background world image, given the template $T$, we register each term of the sum of the ML cost function $C_2$ in equation (3)
according to the position of the camera $p_f$ relative to the background. This is a
valid operation because $C_2$ is defined as a sum over all the space $\{(x, y)\}$. We get

$$C_2 = \iint \sum_{f=1}^{F} \left\{ \mathcal{M}(p_f)I_f - B \left[ 1 - \mathcal{M}(p_f q_f^\#)T \right] \right. \right.
\left. - \mathcal{M}(p_f q_f^\#)O \mathcal{M}(p_f q_f^\#)T(x, y) \right\}^2 \mathcal{M}(p_f)H \, dx \, dy. \tag{5}$$

Minimizing the ML cost function $C_2$ given by expression (5) with respect to the
intensity value $B(x, y)$, we get the estimate $\hat{B}(x, y)$ as the average of the observed
pixels that correspond to the pixel $(x, y)$ of the background. The background
world image estimate $\hat{B}$ is then written as

$$\hat{B} = \frac{\sum_{f=1}^{F} \left[ 1 - \mathcal{M}(p_f q_f^\#)T \right] \mathcal{M}(p_f)I_f}{\sum_{f=1}^{F} \left[ 1 - \mathcal{M}(p_f q_f^\#)T \right] \mathcal{M}(p_f)H}. \tag{6}$$

The estimate $\hat{B}$ of the background world image in expression (6) is
the average of the observations $I_f$ registered according to the background motion $p_i$, in the regions $\{(x, y)\}$ not occluded by the moving object, i.e., when
$\mathcal{M}(p_f q_f^\#)T(x, y) = 0$. The term $\mathcal{M}(p_f)H$ provides the correct averaging normalization in the denominator by accounting only for the pixels seen in the corresponding image.

If we compare the moving object world image estimate $\hat{O}$ given by equation (4) with the background world image estimate $\hat{B}$ in equation (6), we see
that $\hat{O}$ is linear in the template $T$, while $\hat{B}$ is nonlinear in $T$. This has implications when estimating the template $T$ of the moving object, as we see next.

### 3.4 Step (ii): Estimation of the Template for Fixed Background

Let the background world image $B$ be given and replace the object world image
estimate $\hat{O}$ given by expression (4) in expression (3). The ML cost function $C_2$
becomes linearly related to the object template $T$. Manipulating $C_2$ as described
next, we obtain

$$C_2 = \iint T(x, y) Q(x, y) \, dx \, dy + \text{Constant}, \tag{7}$$

$$Q(x, y) = Q_1(x, y) - Q_2(x, y), \tag{8}$$

$$Q_1(x, y) = \frac{1}{F} \sum_{f=2}^{F} \sum_{f=1}^{F-1} \left[ \mathcal{M}(q_f)I_f(x, y) - \mathcal{M}(q_g)I_g(x, y) \right]^2, \tag{9}$$

$$Q_2(x, y) = \sum_{f=1}^{F} \left[ \mathcal{M}(q_f)I_f(x, y) - \mathcal{M}(q_f p_f^\#)B(x, y) \right]^2. \tag{10}$$
We call $Q$ the segmentation matrix.

**Derivation of expressions (7) to (10)**

Replace the estimate $\hat{O}$ of the moving object world image, given by expression (4), in expression (3), to obtain

$$C_2 = \left\langle \sum_{f=1}^{F} \left\{ I - \mathcal{M}(p_f^\#)B \left[ 1 - \mathcal{M}(q_f^\#)T \right] \right. \right.$$

$$\left. - \frac{1}{F} \sum_{g=1}^{F} \mathcal{M}(q_f^\# q_g) \mathcal{M}(q_f^\#)T \right\} \rightrangle^2 d\mathbf{x} d\mathbf{y}. \quad (11)$$

Register each term of the sum according to the object position $q_f$. This is valid because $C_2$ is defined as an integral over all the space $\{(x, y)\}$. The result is

$$C_2 = \sum_{f=1}^{F} \left\langle \left[ \mathcal{M}(q_f)I_f - \mathcal{M}(q_f p_f^\#)B \right] \right.$$

$$+ \left[ \mathcal{M}(q_f p_f^\#)B - \frac{1}{F} \sum_{g=1}^{F} \mathcal{M}(q_g)I_g \right] T \right\rangle^2 \mathcal{M}(q_f)\mathcal{H} d\mathbf{x} d\mathbf{y}. \quad (12)$$

In the remainder of the derivation, the spatial dependence is not important here, and we simplify the notation by omitting $(x, y)$. We rewrite the expression for $C_2$ in compact form as

$$C_2 = \int \int C d\mathbf{x} d\mathbf{y}, \quad C = \sum_{f=1}^{F} \left\langle \left[ I_f - B_f \right] \right.$$

$$+ \left[ B_f - \frac{1}{F} \sum_{g=1}^{F} I_g \right] T \right\rangle^2 \mathcal{H}_f, \quad (13)$$

$$I_f = \mathcal{M}(q_f)I_f(x, y), \quad B_f = \mathcal{M}(q_f p_f^\#)B(x, y), \quad \mathcal{H}_f = \mathcal{M}(q_f)\mathcal{H}(x, y). \quad (14)$$

We need in the sequel the following equalities

$$\left[ \sum_{g=1}^{F} I_g \right]^2 = \sum_{f=1}^{F} \sum_{g=1}^{F} I_f I_g \quad \text{and} \quad \sum_{f=2}^{F} \sum_{g=1}^{F-1} [I_f^2 + I_g^2] = (F - 1) \sum_{g=1}^{F} I_g^2. \quad (15)$$

Manipulating $C$ under the assumption that the moving object is completely visible in the $F$ images ($T\mathcal{H}_f = T, \forall f$), and using the left equality in (15), we obtain

$$C = T \left\{ \sum_{f=1}^{F} \left[ 2I_f B_f - B_f^2 \right] - \frac{1}{F} \left[ \sum_{g=1}^{F} I_g \right]^2 \right\} + \sum_{f=1}^{F} \left[ I_f - B_f \right]^2 \mathcal{H}_f. \quad (16)$$

The second term of $C$ in expression (16) is independent of the template $T$. To show that the sum that multiplies $T$ is the segmentation matrix $Q$ as defined by expressions (8), (9), and (10), write $Q$ using the notation introduced in (14):
\[ Q = \frac{1}{F} \sum_{f=1}^{F} \sum_{g=1}^{f-1} \left[ I_f^2 + I_g^2 - 2I_f I_g \right] - \sum_{f=1}^{F} \left[ I_f^2 + B_f^2 - 2I_f B_f \right]. \]  

Manipulating this equation, using the two equalities in (15), we obtain

\[ Q = \sum_{f=1}^{F} \left[ 2I_f B_f - B_f^2 \right] - \frac{1}{F} \left[ \sum_{g=1}^{F} T_g^2 + 2 \sum_{f=2}^{F} \sum_{g=1}^{f-1} I_f I_g \right]. \]  

The following equality concludes the derivation:

\[ \left[ \sum_{g=1}^{F} T_g \right]^2 = \sum_{g=1}^{F} T_g^2 + 2 \sum_{f=2}^{F} \sum_{g=1}^{f-1} I_f I_g. \]  

We estimate the template \( T \) by minimizing the ML cost function given by expression (7) over the template \( T \), given the background world image \( B \). It is clear from expression (7), that the minimization of \( C_2 \) with respect to each spatial location of \( T \) is independent from the minimization over the other locations. The template \( \hat{T} \) that minimizes the ML cost function \( C_2 \) is given by the following test evaluated at each pixel:

\[
\hat{T}(x, y) = 0 \\
Q_1(x, y) \quad \geq \quad Q_2(x, y). \\
\hat{T}(x, y) = 1
\]

The estimate \( \hat{T} \) of the template of the moving object in equation (20) is obtained by checking which of two accumulated square differences is greater. In the spatial locations where the accumulated differences between each frame \( M(q_f r_f) I_f \) and the background \( M(q_g r_g) B \) are greater than the accumulated differences between each pair of co-registered frames \( M(q_f r_f) I_f \) and \( M(q_g r_g) I_g \), we estimate \( \hat{T}(x, y) = 1 \), meaning that these pixels belong to the moving object. If not, the pixel is assigned to the background.

The reason why we did not replace the background world image estimate \( \hat{B} \) given by (6) in (3) as we did with the object world image estimate \( \hat{O} \) is that it leads to an expression for \( C_2 \) in which the minimization with respect to each different spatial location \( T(x, y) \) is not independent from the other locations. Solving this binary minimization problem by a conventional method is extremely time consuming. In contrast, the minimization of \( C_2 \) over \( T \) for fixed \( B \) results in a local binary test. This makes our solution computationally very simple.

It may happen that, after processing the \( F \) available frames, the test (20) remains inconclusive at a given pixel \((x, y)\) \( (Q_1(x, y) \simeq Q_2(x, y)) \): in other words, it is not possible to decide if this pixel belongs to the moving object or to the background. We modify our algorithm to address this ambiguity by defining the modified cost function

\[ C_{2\text{MOD}} = C_2 + \alpha \text{Area}(T) = C_2 + \alpha \int \int T(x, y) \, dx \, dy, \]

(21)
where $C_2$ is as in equation (3), $\alpha$ is non-negative, and $\text{Area}(T)$ is the area of the template. Minimizing $C_{2\text{MOD}}$ balances the agreement between the observations and the model (term $C_2$), with minimizing the area of the template. Carrying out the minimization, first note that the second term in expression (21) does not depend on $O$, neither on $B$, so we get $\hat{O}_{\text{MOD}} = \hat{O}$ and $\hat{B}_{\text{MOD}} = \hat{B}$. By replacing $\hat{O}$ in $C_{2\text{MOD}}$, we get a modified version of equation (7),

$$C_{2\text{MOD}} = \int \int T(x, y) [Q(x, y) + \alpha] \, dx \, dy + \text{Constant},$$

(22)

where $Q$ is defined in equations (8), (9), and (10). The template estimate is now given by the following test, that extends test (20),

$$\begin{align*}
\hat{T}(x, y) &= 0 \\
Q(x, y) &> -\alpha \\
\hat{T}(x, y) &= 1
\end{align*}$$

(23)

The parameter $\alpha$ may be chosen by experimentation, by using the Minimum Description Length (MDL) principle, see reference [4], or made adaptive by a annealing schedule like in stochastic relaxation.

4 Experiments

We describe two experiments. The first one uses a challenging computer generated image sequence to illustrate the convergence of the two-step iterative algorithm and its capability to segment complex shaped moving objects. The second experiment segments a real life traffic video clip.

4.1 Synthetic Image Sequence

We synthesized an image sequence according to the model described in section 2. Figure 2 shows the world images used. The left frame, from a real video, is the background world image. The moving object template is the logo of the Instituto Superior Técnico (IST) which is transparent between the letters. Its world image, shown in the right frame, is obtained by clipping with the IST logo a portion of one of the frames in the sequence. The task of reconstructing the object template is particularly challenging with this video sequence due to the low contrast between the object and the background and the complexity of the template. We synthesized a sequence of 20 images where the background is static and the IST logo moves arround.

Figure 3 shows three frames of the sequence obtained according to the image formation model introduced in section 2, expression (2), with noise variance $\sigma^2 = 4$ (the intensity values are in the interval $[0, 255]$). The object moves from the center (left frame) down by translational and rotational motion. It is difficult to recognize the logo in the right frame because its texture is confused with the texture of the background.
Figure 4 illustrates the four iterations it took for the two-step estimation method of our algorithm to converge. The template estimate is initialized to zero (top left frame). Each background estimate in the right hand side was obtained using the template estimate on the left of it. Each template estimate was obtained using the previous background estimate. The arrows in Figure 4 indicate the flow of the algorithm. The good template estimate obtained, see bottom left image, illustrates that our algorithm can estimate complex templates in low contrast background.

Note that this type of complex templates (objects with transparent regions) is much easier to describe by using a binary matrix than by using contour based descriptions, like splines, Fourier descriptors, or snakes. Our algorithm overcomes the difficulty arising from the higher number of degrees of freedom of the binary template by integrating over time the small intensity differences between the background and the object. The two-step iterative algorithm performs this integrations in an expedite way.

### 4.2 Road Traffic

In this experiment we use a road traffic video clip. The road traffic video sequence has 250 frames. Figure 5 shows frames 15, 166, and 225. The example given in section 1 to motivate the study of the segmentation of low textured scenes, see Figure 1, also uses frames 76 and 77 from the road traffic video clip.

In this video sequence, the camera exhibits a pronounced panning motion, while four different cars enter and leave the scene. The cars and the background have regions of low texture. The intensity of some of the cars is very similar to the intensity of parts of the background.
Fig. 4. Two-step iterative method: template estimates and background estimates.

Figures 6 and 7 show the good results obtained after segmenting the sequence with our algorithm. Figure 7 displays the background world image, while Figure 6 shows the world images of each of the moving cars. The estimates of the templates for the cars in Figure 6 becomes unambiguous after 10, 10, and 14 frames, respectively.

5  Conclusion

We develop an algorithm for segmenting 2D rigid moving objects from an image sequence. Our method recovers the template of the 2D rigid moving object by processing directly the image intensity values. We model both the rigidity of the moving object over a set of frames and and the occlusion of the background by the moving object.
We motivate our algorithm by looking for a feasible approximation to the ML estimation of the unknowns involved in the segmentation problem. Our methodology introduces the 2D motion estimates into the ML cost function and uses a two-step iterative algorithm to approximate the minimization of the resultant cost function. The solutions for both steps result computationally very simple. The two-step algorithm is computationally efficient because the convergence is achieved in a small number of iterations (typically three to five iterations).

Our experiments show that the algorithm proposed can estimate complex templates in low contrast scenes.
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Abstract. The design of good features and good similarity measures between features plays a central role in any retrieval system. The use of metric similarities (i.e. coming from a real distance) is also very important to allow fast retrieval on large databases. Moreover, these similarity functions should be flexible enough to be tuned to fit users behaviour. These two constraints, flexibility and metricity, are generally difficult to fulfill. Our contribution is two folds: We show that the kernel approach introduced by Vapnik, can be used to generate metric similarities, especially for the difficult case of planar shapes (invariant to rotation and scaling). Moreover, we show that much more flexibility can be added by non-rigid deformation of the induced feature space. Defining an adequate Bayesian users model, we describe an estimation procedure based on the maximisation of the underlying log-likelihood function.

1 Introduction

The selection of good features from objects and the design of efficient similarity measures appear to play a central role for any retrieval algorithm for searching a database (see [17] for a recent survey on content-based retrieval). Moreover, similarity functions should come from true distances, hereafter called metric similarities, between objects to allow content-based databases using similarity-based retrieval to scale to large databases (several thousands up to several millions of objects) [21]. However, this last property appears to be a hard constraint for the usual “home cooked” similarity functions, especially when dealing with objects defined up to the action of some group of transformations (as planar shapes). These metric similarities should also ideally be seen as Euclidean distances between points in some vector space. The usual way to achieve such a result is to define some feature vector for each object and to identify the similarity with a possibly weighted Euclidean distance, or more suitably, to extract first some principal components from a PCA analysis of the feature vectors.

More formally, a huge amount of distance can be obtained by a simple embedding procedure: Let \( \phi : \mathcal{X} \to \mathcal{Z} \) be a one to one function from the object
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space or so called *image space*, to some *feature space* equipped with a structure of Hilbert space. Then

\[
d_{\phi}(x, x') = |\phi(x) - \phi(x')|_Z
\]

defines a distance on the object space. Now, defining the kernel \( k_{\phi}(x, x') = \langle \phi(x), \phi(x') \rangle_Z \), we get for the distance

\[
d_{\phi}(x, x') = (k_{\phi}(x, x) + k_{\phi}(x', x') - 2k_{\phi}(x, x'))^{1/2}
\]

The recent development of kernel methods, is based essentially on the fact (the so called *kernel trick*) that instead of defining explicitly the embedding \( \phi \), it can be enough to start from a closed expression of an admissible kernel (satisfying the famous Mercer’s conditions) so that all the computations can be done without the need of any explicit expression of \( \phi \). This approach has been followed successfully in statistical learning, through the so called support vector machines and their extensions [20,5] but also in data mining through nonlinear principal component analysis [15]. When objects are planar shapes, this kernel approach can be quite interesting to generate real distance between shapes. One difficulty arises if rotation, scale and translation invariance is required. In [19], we propose a construction of an invariant polynomial kernel for planar shapes. The first contribution of this paper will be to show an important extension of the previous invariant kernel into a large family of kernels which can still be computed in a very fast way.

However, concerning distance functions families, and the derivation of metric similarities, despite the fact a quite large family of different kernels are known (polynomial kernel, radial basis functions kernels, etc), all these families appear to be of low dimensional parametrically (often one or two parameters), allowing in fact a restricted flexibility. Moreover, this flexibility is highly required for at least two main reasons. The first one is that simple retrieval processes based on the retrieval of the k-nearest objects around the query-example, can be very inefficient if the metric similarity does not fit the user’s “implicit” similarity (if exists!). The second one is that efficient retrieval systems should provided some feedback mechanism to improve the relevance of retrieved objects, through interaction with the user. This interaction should be built around a good user model allowing to predict for a given target and two displayed objects, which will be chosen as the most similar and with what probability. The entropy reduction scheme has been advocated by the PicHunter’s group in [4] and Geman *et al* in [7,8] and strongly depends, according to the terminology in [8], on the “synchronisation” between the actual user behaviour and the predicted user behaviour on a given target hypothesis. Now, it appears that some partial learning of the metric similarities should be done in a sufficiently large set of metric similarities.

In some recent work in [3], Chapelle *et al* introduce some flexibility in the kernel through scaling parameters between different features. Their basic idea is to tune the variance parameters \( \sigma_i \) according to some estimation of the test error \( T((\sigma_j)) \) given by a SVM built on the kernel \( k_{\sigma_i}(x, x') = \exp(- \sum_i |x_i - x'_i|^2 / 2\sigma_i^2) \) (a similar version is provided for polynomial kernels). In some sense,
independently of them, we have followed some common route, but with different means and in a different framework. In this paper, we want to show how one can improve in a surprising way a similarity measure by non-rigid deformation of a finite dimensional subspace of the feature space. Starting from the feature mapping \( \phi \) induced by a chosen “primary” kernel \( k \), the basic idea is to try to learn a perturbation \( \tilde{\phi} = \phi + u(\phi) \) of the feature mapping by successive presentation to the user of triplets of objects \( \tilde{x} = (x_1, x_2, x_3) \). For each of them, the user is asked to give the position \( y \) of the most similar pair, by mental comparison of the individual similarity of the three possible pairs \( \{x_2, x_3\} \) \((y = 1)\), \( \{x_1, x_3\} \) \((y = 2)\) and \( \{x_1, x_2\} \) \((y = 3)\). Hence, the user answers \( y = j \) if \( \{x_{j+1}, x_{j+2}\} \) is the most similar pair (the sums \( j + 1 \) and \( j + 2 \) are mod 3). Let \( \tilde{X}^N = (\tilde{X}_1, \cdots, \tilde{X}_N) \) be \( N \) triplets independently generated and \( \tilde{Y}^N = (\tilde{Y}_1, \cdots, \tilde{Y}_N) \) the corresponding users answers. We will use \( (\tilde{X}^N_1, \tilde{Y}_1^N) \) as a learning set for the selection of \( \tilde{\phi} \) through a Bayesian inference presented in section 3. If for any distance \( d \), and any triple \( \tilde{X} \), we denote

\[
Y^{(d)} = \arg\min_j d(X_{j+1}, X_{j+2})
\]

the goal is to select the perturbation \( \tilde{\phi} \) such that for the distance \( d = d_{\tilde{\phi}} \) (see (1)), the classification rule \( Y^{(d)} \) gives good generalisation performance on a new triplet \( \tilde{X} \).

The paper is organised as following: in section 2, we present a new family of invariant kernels for planar shapes. These kernels can be used as primary kernels inducing different features space \( Z \). Then, in section 3, we present our Bayesian inference framework and the derivation of the deformation process driven by a variational formula. Finally, in section 4, we report some learning experiments in the case of planar shapes.

2 Rotation and Shift Invariant Kernels for Planar Shapes

2.1 Shape-Based Search

We focus our experiments on planar shapes, since we believe that in such a case, keywords are not very useful for non expert users (possibly speaking different languages), to describe and select a shape in a retrieval process. Note that some existing retrieval and indexing systems perform shape-based search, such as the IBM’s QBIC [6] but still in a limited way (see [10] for an extended review). A notable exception is the Shape Query Using Image Database (SQUID) prototype developed by University of Surrey which entirely relies on shapes similarities (but without the usual functionalities of a real retrieval system). However, many issues on that field are still open such as the design of good similarity functions between shapes and efficient retrieval strategies for big database as well. It is commonly accepted that rotation, translation and scale invariance are highly recommended for any shape similarity function. Moreover, as said in the introduction, metric similarities based on real distances (satisfying the triangle inequality) are much more suited for big databases since there exists faster search procedures in that
case. Several such similarity functions are available from the literature, based on Fourier descriptors [14], on curvature scale space [12], on modal representation [16,9] and other features (see [10] and references therein). All of them appear to have good reported features, but none of them is a real metric similarity. As far as we know, the first real rotation and scale invariant metric similarity for arbitrary shapes has been proposed by Younes in [22] as a geodesic distance for a special Riemannian structure on a shape manifold. However, the computation time for this distance penalised its use for large databases. Another common drawback to the previous reported distances is that they can not be deduced from any obvious kernel as defined in the introduction. Therefore, no principal component analysis of the shape database can be performed (in this special case, the use of kernel PCA is unavoidable if one want a rotation scale and even shift (choice of the starting point in the curve representation of a shape) invariant analysis).

2.2 A New Family of Invariant Kernels for Planar Shapes

We want to show in this section a systematic way to get a family of shift and rotation invariant kernel. Note that we are interested in the case of closed curves defined as functions $c : \mathbb{T} \to \mathbb{R}^2$ where $\mathbb{T}$ is the one dimensional torus $\mathbb{R}/\mathbb{Z}$. Since we want also the translation invariance, for any pair of curves $c$ and $c'$, we will define $K(c,c') = k(f,g)$ where $f = \dot{c}$ and $g = \dot{c'}$ are the time derivative of $c$ and $c'$. Moreover, since we are interested in the shapes of the curves and not really in the actual parameterisation of these shapes, we will assume that $|f| = 1$ and $|g| = 1$ i.e. that the curves are parametrised by arc-length. Hence, we can focus on shift and rotation invariant kernel defined on the closed ball $B = \{ f \in L^2(\mathbb{T},\mathbb{R}^2) \mid \int_{\mathbb{T}} |f(x)|^2 \, dx \leq 1 \}$. 

**Definition 1.** For any $\theta \in [0,2\pi]$, we denote $r_\theta$ the rotation in $\mathbb{R}^2$ defined by the $2 \times 2$ matrix $r_\theta = \begin{pmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{pmatrix}$. We denote by $F$ the set of all the functions from $\mathbb{T}$ to $\mathbb{R}^2$.

**Definition 2.** For any $u \in [0,1]$ and $\theta \in [0,2\pi]$ we define the shift $\tau_u : F \to F$ and $R_\theta : F \to F$ by $\tau_u(f)(x) = f(x+u)$ and $R_\theta(f)(x) = r_\theta(f(x))$.

**Definition 3.** We say that $k : B \times B \to \mathbb{R}$ is a shift and rotation invariant kernel if

1. For any $u \in [0,1]$, any $\theta \in [0,2\pi]$ and any $f$ and $g \in B$, we have $k(R_\theta \circ \tau_u(f), g) = k(f,g)$.

2. For any finite family $(f_i)_{1 \leq i \leq n}$ of points in $B$, and any family $(\alpha_i)_{1 \leq i \leq n}$ of real valued numbers, we have $\sum_{i,j} \alpha_i \alpha_j k(f_i, f_j) \geq 0$.

3. The kernel $k$ is symmetric.
We can now state the main result of this section

**Theorem 1.** Let \((a_n)_{n \in \mathbb{N}}\) be a sequence of non-negative real valued numbers such that \(\sum_{n \in \mathbb{N}} a_n < +\infty\). Then let us define \(\psi(x) = \sum_{n \geq 0} a_n x^n\) for any \(x \in [-1, 1]\) and define for any \(f\) and \(g\) in \(B\)

\[
k(f, g) = \int_{[0, 1]} \psi(|\rho_{f,g}(u)|^2) du ,
\]

where \(\rho_{f,g}(u) = \int_T f(x + u)\overline{g(x)} dx\) (here we identify \(\mathbb{R}^2\) with \(\mathbb{C}\) and \(\overline{g}\) denotes the complex conjugate). Then, \(k\) is a shift and rotation invariant kernel on \(B\) and

\[
k(f, g) = \frac{1}{4\pi^2} \int_{[0,1]^2 \times [0,2\pi]^2} \varphi(\langle \tau_u \circ R_\theta(f), \tau_v \circ R_{\theta'}(g) \rangle) du dv d\theta d\theta' ,
\]

(4)

where \(\varphi(x) = \sum_{q \geq 0} a_q q! x^{2q}\) and \(\langle , \rangle\) denotes the usual dot product on \(L^2(\mathbb{T}, \mathbb{R}^2)\).

**Proof.** First one can remark that, thanks to the Stirling formula, \(\varphi\) is well defined and \(C^\infty\) on \([-2, 2]\]. Moreover, if we prove equality (4), then the shift and rotation invariance is deduced immediately. By linearity, it is sufficient to prove the inequality for \(\psi(x) = x^d\) for an arbitrary \(d \in \mathbb{N}\), which is proved by theorem 2 given in appendix A.

As a consequence, one can build easily a full range of kernels choosing for instance

1. \(\psi(x) = x^d\) for any positive integer \(d\),
2. \(\psi(x) = \exp(\gamma x)\) for any \(\gamma > 0\),
3. \(\psi(x) = 1/(1 - \gamma x)^d\) for any \(\gamma \in ]0, 1[\) and any positive integer \(d\).

**Remark 1.** Let us remark that if we start from a closed formula for \(\psi\), the computation of \(k\) can be achieved in an efficient way. Indeed, if we consider two discrete version \(f_N\) and \(g_N\) in \(N\) steps of \(f\) and \(g\) by \(f_N(k) = f(k/N)\) and \(g_N(k) = g(k/N)\), we define

\[
k_N(f_N, g_N) = \frac{1}{N} \sum_{k=0}^{N-1} \psi(|\rho_{f_N,g_N}(k)|^2) ,
\]

where \(\rho_{f_N,g_N}(k) = \frac{1}{N} \sum_{j=0}^{N-1} f_N(j + k)\overline{g_N}(j)\). Hence, if we consider the Fourier decomposition of \(f_N\) and \(g_N\), we get

\[
\rho_{f_N,g_N}(k) = \frac{1}{N^3} \sum_{j,l,m=0}^{N-1} \hat{f}_{N,l} \overline{\hat{g}_{N,m}} e^{i\frac{2\pi}{N} ((j+k)l-jm)} = \frac{1}{N^2} \sum_{l=0}^{N-1} \hat{f}_{N,l} \overline{\hat{g}_{N,l}} e^{i\frac{2\pi}{N} kl} .
\]

Hence, using discrete FFT, the computation of \(\rho_{f_N,g_N}\) can be achieved in \(N \log(N)\) steps.
An interesting application is where $\varphi(x) = (1 + x)^2$ which corresponds to $\psi(x) = 1 + 2x$. In that case, we get

$$k_N(f_N, g_N) = 1 + \frac{2}{N} \sum_{k=0}^{N-1} |\rho_{N,f,g}(k)|^2 = 1 + \frac{2}{N^2} \sum_{k=0}^{N-1} |\hat{f}_{N,l}|^2 |\hat{g}_{N,l}|^2.$$ 

In [19], we show that this kernel can be used to build an unsupervised hierarchical clustering tree based on kernel PCA. Here this kernel will be used as a good starting point to define a well suited feature space $\mathcal{Z}$. The associated distance will be denoted $d_C$. We report in fig. 1, a comparison of our kernel distance for $\varphi(x) = (1 + x)^d$, $d = 4$, and the more involved approach using curvature scale space developed in [12]. The remarkable fact is that we get comparable results but with a simple real metric similarity, still rotation and shift invariant. Moreover, in the feature space, this distance is just a usual Hilbert distance, so we can tune it to fit users behaviour as described now.

![Fig. 1.](http://www.ee.surrey.ac.uk/Research/VSSP/imagedb/demo.html)  
(a) (b) (c): three K-NN retrieval experiments (the query is the upper-left shape) using the kernel distance for $\varphi(x) = (1 + x)^4$; (a’) (b’) (c’), corresponding K-NN retrieval according to the CSS matching values from the SQUID demo site [http://www.ee.surrey.ac.uk/Research/VSSP/imagedb/demo.html](http://www.ee.surrey.ac.uk/Research/VSSP/imagedb/demo.html)

### 3 Deformation Process

As developed in the introduction, we believe that there is no reason that the first selected metric similarity should fit perfectly the implicit similarity underlying users decision processes. We agree with the discussion developed by Cox et al in
[4] and Geman and Moquet in [8] about the need of psychophysical experiments to improve similarity functions and ultimately the users model. We develop our approach in this section. From now on, the space $\mathcal{Z}$ will denote the feature space underlying the choice of the initial kernel, called the primary kernel.

Let $\mathcal{E}$ be a finite dimensional affine subspace of $\mathcal{Z}$ with direction $\mathcal{E}$ (for any $z_0 \in \mathcal{E}$, $\mathcal{E} = z_0 + \mathcal{E}$) and $p_E$ be the orthogonal projection on $\mathcal{E}$. For any displacement field $u : \mathcal{E} \to \mathcal{E}$, we can define

$$
\phi_u(x) \doteq \phi(x) + u(p_E(\phi(x)))
$$

(5)

3.1 Probabilistic Model

We assume that users answers are driven by the choice of a random $U$ drawn according to a Gaussian model and that given $U$, the different answers are independent so that

$$
\mathcal{L}(\tilde{X}_1^N, Y_1^N | U) = \otimes_{i=1}^N \mathcal{L}(\tilde{X}_i, Y_i | U)
$$

(6)

For a given choice of $U$ and a given experiment $\tilde{X}$, the answer $Y$ of the user is assumed to follow the probabilistic model

$$
P(Y = j | \tilde{X}, U) \propto \exp(-\gamma d_{\phi_U}(X_{j+1}, X_{j+2})^2)
$$

(7)

In [7,8], this kind of Bayesian model has been proposed but with some important differences. On one hand, they assume that the user selects a distance according to a law which could depend also on the triplet itself which is a more general model. One the other hand, the model for the choice of the distance is simpler than ours, and based on the random selection of a point in the convex set of the mixture of a small set of predefined distances.

Now, the Bayesian estimator for the answer $\hat{Y}$ to a new experiment $\tilde{X}$ is given by $\hat{Y} \doteq \arg\max P(Y = j | \tilde{X}_1^N, Y_1^N, \tilde{X})$. Denoting $Z_i^N = (\tilde{X}_i^N, Y_i^N)$, we deduce that

$$
P(Y = j | Z_i^N, \tilde{X}) = E(P(Y = j | U, \tilde{X}) | Z_i^N, \tilde{X})
$$

so that we get for $\tilde{X} = \tilde{x}$

$$
\hat{Y} = \arg\max E(\varphi_{\tilde{x}}(j, U) | \tilde{X}_1^N, Y_1^N)
$$

(8)

with $\varphi_{\tilde{x}}(j, U) = P(Y = j | \tilde{X} = \tilde{x}, U)$. The integration (8) over the posterior law of $U$ given the observations $\tilde{X}_1^N, Y_1^N$ could be computed by Monte Carlo simulations [2]. However, this approach may lead to prohibitive CPU time so that we focus on a simpler approximation for which the a posteriori law is replaced by the Dirac measure $\delta_{U_*}$, where $U_*$ is the maximum a posteriori of $U$ [11]

$$
U_* = \arg\max P(U = u | \tilde{X}_1^N, Y_1^N).
$$

(9)

Note here, that the previous definition of $U_*$ is ambiguous in this infinite dimensional setting. This should be understood in a limit sense from finite dimension
approximations [13]. Finally, the Bayesian decision is approximated by the maximisation in \(j\) of \(P(Y = j \mid \tilde{X}, U_\star)\), so that using (7), we get our approximate estimator
\[
Y^\star = \arg\min_j d_{\phi_{U_\star}}(X_{j+1}, X_{j+2}).
\] (10)

3.2 Variational Formulation

From equation (9), since the prior on \(U\) is Gaussian, if \(\mathcal{H}\) is its reproducing kernel Hilbert space with norm \(\|\cdot\|_V\) (which can be understood by the formal expression \(dP(U = u) \propto \exp(-\frac{1}{2}\|u\|_V^2)du\)), then \(U_\star\) is the defined as the element \(u \in V\) achieving the maximum value of
\[
W(u) = -\frac{1}{2}\|u\|_V^2 + \sum_{i=1}^{N} \log \left( P(Y_i \mid \tilde{X}_i, U = u) \right)
\] (11)

Here again, the equation (11) cannot be derived rigorously from the Bayesian formulation but this could be done in a limit sense on finite dimensional approximations [13]. Another way is to start directly from (11) as variational formulation of the problem.

To specify the Gaussian prior, we choose an orthonormal basis \((e_1, \ldots, e_p)\) of \(E\), such that \(U(z) = \sum_{k=1}^{p} u^k(z) e_k\), and we assume that the coordinates are independent and that the covariance structure is given by
\[
E(U^k(z) U^{k'}(z')) = \lambda \mathbf{1}_{k=k'} g_{\sigma^2}(z - z')
\]
for any \(z, z' \in E\), where \(g_{\sigma^2}(z) = \exp(-z^2 / (2\sigma^2) / (2\pi\sigma^2)^{p/2}\) is defined from \(E\) to \(\mathbb{R}\) (other covariance structure could be used but this one induces smooth random fields and depends on a single parameter \(\sigma\)). Then the associated reproducing kernel Hilbert space is defined by \((\ast\ is\ the\ convolution)\)
\[
V = \left\{ u(z) = \sum_{k=1}^{p} (g_{\sigma^2/2} \ast h^k)(z) e_k \mid h_k \in L^2(E, \mathbb{R}, dz) \right\}
\]
and \(\|u\|_V = \sqrt{\sum_{k=1}^{p} \int_E |h^k(z)|^2 dz}\). To perform the computation, we use a finite element \(V_L\) approximation of the space \(V\), where
\[
V_L = \left\{ u(z) = \sum_{k,l} a^k_l g_{\sigma^2}(t_l - z) e_k \mid a^k_l \in \mathbb{R} \right\}
\]
where \((t_l)_{1 \leq l \leq L}\) is a family of control points chosen in \(E\). We have \(V_L \subset V\) and
\[
\|u\|_V^2 = \sum_{l,l',k} a^k_l a^k_{l'} g_{\sigma^2}(t_l - t_{l'})
\]
for \(u \in V_L\). The problem of optimisation of \(W\) on \(V_L\) is now an optimisation problem in dimension \(L \times \text{dim}(E)\) for which we use a gradient descent. The
existence of a maximizer for $W$ in $V$ could be proved easily by showing the continuity of $\sum_{i=1}^{N} \log \left( P(Y_i \mid \bar{X}_i, U = u) \right)$ for the weak topology on $V$ but in finite dimension, this existence is straightforward. Importantly, the gradient should be computed with respect to the dot product on $V$, the so called “natural gradient” [1,18]. This allows in particular a good stability of the solution with respect to the number of control points.

4 Experiments

We have performed our experiment on two databases, the LaTeX database\footnote{This database contains outlines of randomly deformed \LaTeX symbols} and the African database\footnote{This database contains outlines of homogeneous ecological regions from the inner delta of the River Niger in Mali (14000 different shapes)}. We fix a random sequence of 220 triplets of shapes. Five members of the L2TI laboratory have been asked to decide the most similar pair among the three possible pairs as described previously with a friendly GUI interface. The same sequence of triplets is presented to each user. In many cases,

![Example triplets](image)

**Fig. 2.** Examples of triplets presented to the users from the \LaTeX database

for example when the three curves seem to have nothing in common, different users make different choices. We denote $Y_i^{(k)}$ the answer of the $k$th user to the $i$th experiment in the sequence. The sequence is then split in two subsets $\mathcal{L}$ (learning set) and $\mathcal{T}$ (test set). We start from the primary kernel $k_{\mathcal{C}}$ presented in section 2 with $(\varphi(x) = (1 + x)^2)$, and we keep only the 10 first principal nonlinear components (we have checked that the remaining squared variation on the orthogonal space is negligible) dealing with a reduced feature space $\mathcal{Z}$ of dimension 10. Now, choose for $E$, the affine subspace going through the mean value $\bar{\mathcal{Z}}$ of the features vectors in the database and with direction $E$ given by the first $p$ principal (nonlinear) axes (the reported results have been obtained with $p = 3$ and 60 controls points). We use the learning set to learn a deformation as defined in the previous section, and we get a new distance $d_\star \doteq d_{\phi_{\star}}$ (see (1) and (5)). On the test set, we compare the prediction $Y^{(d)}$ (see (3)) for a given
distance \( d \) with the answers \( Y^{(k)} \) given by the users leading to the empirical score

\[
J_d = \frac{1}{5|\mathcal{T}|} \sum_{k=1}^{5} \sum_{i \in \mathcal{T}} 1(\gamma_i^{(d)} = Y_i^{(k)})
\]  

(12)

For comparison to the human performance, we compute the mean cross-prediction score on the test set between the different humans:

\[
J_{\text{hum}} = \frac{1}{20|\mathcal{T}|} \sum_{k \neq k'} \sum_{i \in \mathcal{T}} 1(\gamma_i^{(k')} = Y_i^{(k')})
\]  

(13)

To see the improvement of the “learning” process in the selection of the distance, we propose different comparison against various “home cooked” (or not) distances. The first distance is the usual \( L^2 \) “distance” defined by \( d_1(c, c')^2 = \inf_{\theta, s} \int |e^{i\theta} \mathcal{C}(u + s) - \mathcal{C}(u)|^2 du \). The second one is a geodesic distance between curves defined in [22]. The third one is the distance \( d_C \) deduced from the primary kernel \( k_C \) (see (2)). For all the presented results, the size of the test set \( |\mathcal{T}| = 100 \) and the size of the learning set \( |\mathcal{L}| = 120 \). The following table is the output of the experiment.

Table 1. First column: the different distances used for prediction; second column: \textsc{latex} database; third column: African database.

<table>
<thead>
<tr>
<th>Database</th>
<th>\textsc{latex}</th>
<th>\textsc{latex} J_{\text{hum}} = 77.5%</th>
<th>\textsc{latex} J_d</th>
<th>\textsc{latex} J_d/J_{\text{hum}}</th>
<th>\textsc{latex} J_d</th>
<th>\textsc{latex} J_d/J_{\text{hum}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L^2 ) distance</td>
<td>57.2%</td>
<td>73.8%</td>
<td>48.8%</td>
<td>71.4%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>geodesic distance</td>
<td>59.2%</td>
<td>76.4%</td>
<td>50%</td>
<td>71.43%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kernel distance ( d_C )</td>
<td>58.6%</td>
<td>75.6%</td>
<td>59%</td>
<td>84.4%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>deformed distance ( d_\alpha )</td>
<td>77.2%</td>
<td>99.6%</td>
<td>70%</td>
<td>100%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Concerning the experiments on the \textsc{latex} database, one remarkable fact is that the first three distances have very close scores about 75% of the human performance. We also test other kernels distances through optimisation of the coefficients in the \( \psi \) expansion without getting really important improvements. After the learned deformation, the performance is very close to the human’s one. We think that the gap between 75% and 99.6% could not be filled by any existing parametric family of kernel. However, our approach needs basically only two continuous parameters \( \sigma, \lambda \) to be tuned (in the reported results \( \sigma = 0.3 \) and \( \lambda = 20 \)). Same comments could be done for the African database.

We display in figure 3 the effect of the deformation on the representation in the feature space of the shapes involved in the experiment (we display only the first two components). We can see strong effect on the deformation process. To have a better visualisation of it, we display in figure 4 the 3D deformation of the 2D subspace corresponding to the first two principal axes.
Fig. 3. The first two principal components distribution. (a) directly from KPCA projection with kernel $k_C$, (b) after “learning” process (LAPX database)

Fig. 4. Deformations effect on a 2D subspace of the feature space (LAPX database)

5 Conclusion

The previous experiments show that we can efficiently tune a primary designed kernel to fit the human behaviour. Our feeling is that the choice of the primary kernel should be done in order to embed in the feature space all the invariance properties we need (as the rotation and scale invariance in our case). However, one can not expect a fine tuning without feedback through examples. The introduction of non-rigid deformation driven by a well chosen subspace of the feature space gives the necessary flexibility. Moreover, the Bayesian framework we have developed shows that the information given by the experiments with the users can be used to define the good deformations. The complexity of the learning algorithm remains low (the learning time does not exceed few seconds on a standard PC). Such approach could be used in many context and allow to define fitted similarity measures which still are distances. This is an important fact for speed and efficiency in all subsequent steps in a retrieval process.

A Appendix

In this appendix, we prove a preliminary result (Theorem 2) which is the core result for the proof of theorem 1. The central idea, will be to extend the framework to functions with values in $C^2$. 
Let us consider 2-dimensional space $\mathbb{C}^2$ and denote $e = (e_1, e_2)$ the canonical basis. Note that the rotation $r_{\theta}$ can be extended straightforwardly on $\mathbb{C}^2$ (with the same matrix representation in the new canonical basis) as well as the definition of $R_{\theta}$ and $\tau_u$. We define on $\mathbb{C}^2$ the usual hermitian product define for any $z = (z_1, z_2)$ and $z' = (z'_1, z'_2)$ in $\mathbb{C}^2$ by $\langle z, z' \rangle_{\mathbb{C}^2} = z_1 \overline{z'_1} + z_2 \overline{z'_2}$. We define now the new orthonormal basis $t = (t_1, t_2)$ by $t_1 = (e_1 + ie_2)/\sqrt{2}$ and $t_2 = (e_1 - ie_2)/\sqrt{2}$.

Moreover, as usual, for any $f$ and $g$ in $L^2(\mathbb{C}^2)$, we denote $(f, g)$ the hermitian product on $L^2(\mathbb{T}, \mathbb{C}^2)$ defined by $\langle f, g \rangle = \int_{\mathbb{T}} \langle f(x), g(x) \rangle_{\mathbb{C}^2} \, dx$.

Let $d \in \mathbb{N}$. We consider for any functions $f, g \in L^2(\mathbb{T}, \mathbb{C}^2)$,

$$k(f, g) = \frac{1}{4\pi^2} \int_{[0,2\pi]^2} (\langle \tau_u \circ R_{\theta}(f), \tau_v \circ R_{\theta'}(g) \rangle)^d \, du \, dv \, d\theta \, d\theta'.$$

For any $f \in L^2(\mathbb{T}, \mathbb{C}^2)$, we define $f_1$ and $f_2$ in $L^2(\mathbb{T}, \mathbb{C})$ by $f_1(x) = \langle f(x), t_1 \rangle_{\mathbb{C}^2}$ and $f_2(x) = \langle f(x), t_2 \rangle_{\mathbb{C}^2}$ so that $f = f_1 t_1 + f_2 t_2$. In the sequel, we identify $\mathbb{R}^2$ with the subspace $\mathbb{R} e_1 \oplus \mathbb{R} e_2$.

**Lemma 1.** Assume that $d = 2k$ is even. Then, for any $f, g \in L^2(\mathbb{T}, \mathbb{R}^2)$ we have $k(f, g) = \int_{[0,1]} C_{2q}^d \left| \int_{\mathbb{T}} \tau_u f_2(x) \overline{g_2}(x) \, dx \right|^{2q} \, du$. If $d$ is odd, then $k(f, g) = 0$.

**Proof.** First, we notice that for any $\theta \in [0,2\pi]$, $r_{\theta}(t_1) = e^{-i\theta} t_1$ and $r_{\theta}(t_2) = e^{i\theta} t_2$ so that $R_{\theta}(f) = e^{-i\theta} f_1 t_1 + e^{i\theta} f_2 t_2$. Hence, one get that $\langle R_{\theta}(f), g \rangle = \int_{\mathbb{T}} e^{-i\theta} f_1 \overline{g_1}(x) + e^{i\theta} f_2 \overline{g_2}(x) \, dx$ so that, raising to the power of $d$ and integrating over $\theta \in [0,2\pi]$, we obtain finally $\frac{1}{2\pi} \int \langle R_{\theta}(f), g \rangle^d \, d\theta = \frac{1}{2\pi} \int \sum_{k=0}^{d} C_{d}^{k} e^{i(d-2k)\theta} \left( \int_{\mathbb{T}} f_1 \overline{g_1} \right)^k \left( \int_{\mathbb{T}} f_2 \overline{g_2} \right)^{d-k} \, d\theta$. Using the fact that $\int e^{i(d-2k)\theta} \, d\theta = 0$ if $d \neq k$, we get the result for $d$ odd. If $d = 2q$ then we have $\frac{1}{2\pi} \int \langle R_{\theta}(f), g \rangle^d \, d\theta = C_{2q}^d \left( \int_{\mathbb{T}} f_1(x) \overline{g_1}(x) \, dx \right)^q \left( \int_{\mathbb{T}} f_2(x) \overline{g_2}(x) \, dx \right)^q$. Now, noticing that $f_2 = f_1$, we get $\frac{1}{2\pi} \int \langle R_{\theta}(f), g \rangle^d \, d\theta = C_{2q}^d \left( \int_{\mathbb{T}} f_1 (x) \overline{g_1} (x) \, dx \right)^d \left( \int_{\mathbb{T}} f_1 (x) \overline{g_1} (x) \, dx \right)^d$. The proof is ended since $\langle \tau_u \circ R_{\theta}(f), \tau_v \circ R_{\theta'}(g) \rangle = \langle \tau_{u-v} \circ R_{\theta-\theta'}(f), g \rangle$.

Now, for $f : \mathbb{T} \to \mathbb{R}^2$, we get that $f_2 = j(f)$ where $j$ is the canonical injection of $\mathbb{R}^2$ in $\mathbb{C}$ given by $j((x, y)) = x + iy$ for any $x, y \in \mathbb{R}^2$. Hence, one get the following theorem.

**Theorem 2.** Let $f$ and $g$ be two measurable functions in $L^2(\mathbb{T}, \mathbb{R}^2)$. Let $d$ be a positive integer and assume that $\varphi(x) = x^d$. Then we have $k(f, g) = \int_{[0,1]} C_{2q}^d \left| \int_{\mathbb{T}} f(x+u) \overline{g}(x) \, dx \right|^{2q} \, du$ where we identify $f$ and $g$ with $j(f)$ and $j(g)$.
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Abstract. Bayesian methods have been avoided in 3D ultrasound. The multiplicative type of noise which corrupts ultrasound images leads to slow reconstruction procedures if Bayesian principles are used. Heuristic approaches have been used instead in practical applications. This paper tries to overcome this difficulty by proposing an algorithm which is derived from sound theoretical principles and fast. This algorithm is based on the expansion of the noise probability density function as a Taylor series, un the vicinity of the maximum likelihood estimates, leading to a linear set of equations which are easily solved by standard techniques. Reconstruction examples with synthetic and medical data are provided to evaluate the proposed algorithm.

1 Introduction

This paper addresses the problem of 3D ultrasound. 3D ultrasound aims to reconstruct the human anatomy from a set of ultrasound images, corresponding to cross-sections of the human body. Based on this information, the idea is to estimate a volume of interest for diagnosis proposes. This technique is wide spread due essentially to its non invasive and non ionizing characteristics [1]. Furthermore, the ultrasound equipment is less expensive than other medical modalities, such CT, MRI or PET [2,3]. One way to perform 3D ultrasound is by using 2D ultrasound equipment with a spatial locator attached to the ultrasound probe, giving the position and orientation of the cross-section along the time(see Fig.1). The estimation algorithm should fuse these information, image and position, to estimate the volume.

Traditionally ultrasound imaging technique is made in real time using the B-scan mode. The inspections results are visualized in real time being allowed to the medical doctor to choose the best cross sections for the diagnosis. In 3D ultrasound this goal is much more difficult to achieve since the amount of data is much higher. However, reconstruction time should be kept as small as possible. This is the reason why a lot of algorithms used in 3D ultrasound are designed in ad hoc basis [4,5], aiming to be as simple and fast as possible.

Bayesian approaches in 3D ultrasound have been avoided since these methods are usually computationally demanding. In this paper we present an algorithm for 3D ultrasound designed in a Bayesian framework. Its theoretical foundation is
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presented as well the simplification procedures and justifications in order to speed up the reconstruction process. Our goal is to designed an efficient reconstruction algorithm to work in a quasi real time basis, while keeping a solid theoretical foundation.

This paper is organized as follows. Section 2 describes the problem of 3D reconstruction and the notation adopted in this paper. Sections 3 and 4 present two algorithms for 3D reconstruction: the standard solution and a fast algorithm. Section 5 present experimental results with synthetic and real data using both algorithms. Finally section 6 concludes the paper.

## 2 Problem Formulation

This section describes the reconstruction of a 3D function $f$ from a set of ultrasound images. Additional details can be found in [6].

Let us consider a scalar function $f(x)$ defined in $\Omega \subset \mathbb{R}^3$, i.e., $f : \Omega \to \mathbb{R}$. We assume that this function is expressed as a linear combination of known basis functions, i.e.,

$$f(x) = \sum_{g} b_g(x)u_g$$

where $u_1, u_2, ..., u_N$ are the unknown coefficients to be estimated and $b(x_i)$ are known basis functions centered at the nodes of a 3D regular grid. Let $\{y_i\}$ be a set of intensity data points, measuring $f(x)$ at locations $\{x_i\}$, belonging to one of the inspection planes. It is assumed that intensity measurements, $y_i$, are corrupted by multiplicative noise and the goal is to estimate $f(x)$ based on the observations $\{y_i\}$.

This estimation problem can be formulated in a Bayesian framework using a MAP criterion, as follows: given a set of data $Y = \{y_i\}$ with a distribution $p(Y|U)$ which depends on the unknown parameters, $U = \{u_g\}$ with a prior distribution $p(U)$, estimate $U$ in order to maximize the joint probability density function of the data and parameters, $p(Y, U)$, i.e.,
Fig. 2. Volume and image coordinates

\[ \hat{U} = \arg \max_U \log(p(Y|U)p(U)) \] (2)

In this paper we assume that all the elements of \( Y \) are i.i.d. (independent and identically distributed) [8] with a Rayleigh distribution, i.e.,

\[ \log p(Y|U) = \sum_i \{ \log \left( \frac{y_i}{f(x_i)} \right) - \frac{y_i^2}{2f(x_i)} \} \] (3)

where \( f(x_i) \) is the value of the function \( f \) to be reconstructed at \( x_i \).

The Rayleigh distribution is achieved in [9] from physical principles that the human tissue consists of a large number of independent scatters with different orientations.

The prior used is gaussian [10], i.e.,

\[ p(U) = \frac{1}{Z} e^{-\psi \sum_g \sum_i (u_{gi} - u_{gi})^2} \] (4)

where \( u_{gi} \) is a neighbor of \( u_g \) and \( Z \) is a normalization factor.

Therefore, the objective function can be expressed as

\[ L(U) = l(U) + q(U) \] (5)

where \( l = \log p(Y|U) \) is the log likelihood function of the data and \( q = \log p(U) \) is the logarithm of the prior associated to the unknown parameters.

To optimize (5) the ICM algorithm proposed by Besag [7] is used. The ICM algorithm simplifies the optimization process by optimizing the objective function with respect to a single variable at a time, keeping the other variables constant. Each step is a 1D optimization problem which can be solved in a number of
ways. This step is repeated for all the unknown coefficients in each iteration of the ICM algorithm.

To optimize (5) with respect to a single coefficient \( u_p \) the stationary equation,

\[
\frac{\partial l(U)}{\partial u_p} + \frac{\partial q(U)}{\partial u_p} = 0
\]  

(6)

is numerically solved.

The next sections present two approaches to compute (6). Section 3 attempts to solve this equation using nonlinear optimization methods. Section 4 presents a fast algorithm based on the solution of a linear set of equations. The second perform some simplifications in order to speed up the computations. Both methods are iterative.

3 Nonlinear Method

Let us first compute the derivatives of \( l \) and \( q \).

After straightforward manipulation it can be concluded that

\[
\frac{\partial l(U)}{\partial u_p} = \frac{1}{2} \sum_i \left( \frac{y_i^2 - 2f(x_i)}{f(x_i)^2} b_p(x_i) \right)
\]  

(7)

where the sum is performed for all data points that are in the neighborhood \([-\Delta, \Delta]^3\) of the p-th node. In fact, each data point contributes to the estimation of its 8 neighboring coefficients (see Fig.3).

It is also easy to concluded that

\[
\frac{\partial q(U)}{\partial u_p} = -2\psi N_v(u_p - \bar{u}_p)
\]  

(8)
where $N_v$ is the number of neighbors of $u_p$ ($N_v = 6$) and $\bar{u}_p$ is the average intensity computed using the $N_v$ neighbors.

To optimize the objective function a set of non-linear equations should be solved,

\[
\frac{1}{2} \sum_i \left( \frac{y_i^2 - 2f(x_i)}{f(x_i)^2} b_p(x_i) \right) - 2\psi N_v (u_p - \bar{u}_p) = 0
\]  

(9)

This is an huge optimization problem, which must be solved using numerical methods. The ICM algorithm proposed by Besag [7] is used and each equation is numerically solved by using the Newton-Rapson method assuming that the other coefficients, $u_k, k \neq p$ are known. The computation of the solution of (9) is computationally heavy, presenting some undesirable difficulties.

First, it would be nice to factorize the equation in two terms, one depending only on the data and the other depending on the unknown to estimate,

\[
h(u_p)g_1(Y) r_1(U \setminus \{u_p\}) + g_2(Y) r_2(U \setminus \{u_p\}) + C = 0
\]  

(10)

where $g_1(Y)$ and $g_2(Y)$ are sufficient statistics. This formulation would allow to concentrate the influence of the observed data on a small set of coefficients, computed once for all at the first iteration and kept unchanged during the optimization process. Data processing would be done only once speeding up the estimation process.

Unfortunately, it is not possible to write (9) in the form of (10), i.e., there are no sufficient statistics for the estimation of the interpolating function $f$.

This means that all the data must be read from the disk and processed in each iteration of the nonlinear reconstruction algorithm. This is a strong limitation when a large number of cross-sections is involved, e.g., 1000 images with 640 x 480 pixels will lead to $3072 \times 10^5$ pixels, preventing a wide spread use of this algorithm.

Another important difficulty concerns the stability of the convergence process. The system of equations (9) is non-linear. The stability of the numerical methods used to solve it, strongly depends on the data and on the regularization parameter, $\psi$, and on the initial estimates of $U$. The process of finding the right parameters to obtain acceptable reconstructions is in general often done by trial and error.

To overcome these difficulties an approximation approach is proposed in the next section.

4 Linear Solution

Let us develop $l(U)$ in Taylor series about the maximum likelihood estimates, $U_{ML}$,

\[
l(u_p) = l(u_p^{ML}) + \frac{\partial l(u_p^{ML})}{\partial u_p}(u_p - u_p^{ML}) + \frac{1}{2} \frac{\partial^2 l(u_p^{ML})}{\partial u_p^2}(u_p - u_p^{ML})^2 + \epsilon
\]  

(11)
the first derivative of \( l(U) \) with respect to \( u_p \) is

\[
\frac{\partial l(U)}{\partial u_p} \approx \frac{\partial^2 l(u_p^{ML})}{\partial u_p^2} (u_p - u_p^{ML})
\]

(12)

where it was assumed that \( \frac{\partial l(u_p^{ML})}{\partial u_p} = 0 \) since by definition \( U_{ML} \) is a stationary point of \( l(U) \). The residue \( \epsilon \) was discarded for convenience.

Thus (6) takes the form

\[
\frac{\partial L(U)}{\partial u_p} \approx \frac{\partial^2 l(u_p^{ML})}{\partial u_p^2} (u_p - u_p^{ML}) - 2\psi Nv (u_p - \bar{u}_p) = 0
\]

(13)

leading to

\[
u_p = \frac{1}{1 + \tau_p} u_p^{ML} + \frac{\tau_p}{1 + \tau_p} \bar{u}_p
\]

(14)

where \( \tau_p = -\frac{2\psi Nv}{\partial^2 l(u_p^{ML})/\partial u_p^2} \).

Equations show that the MAP estimation can be seen as a linear combination of the ML estimates with the average intensity computed in the neighborhood of each node.

Let us compute the maximum likelihood estimation of \( U \).

Assuming that \( f(x) \) changes slowly in the neighborhood of each node, i.e., \( f(x_i) \approx u_p \) will be used in (7) to obtain

\[
\frac{\partial l(U)}{\partial u_p} = \frac{1}{2u_p^2} \sum_i (y_i^2 b_p(x_i)) - \frac{1}{u_p} \sum_i (b_p(x_i)) = 0
\]

(15)

Solving with respect to \( u_p^{ML} \) leads to

\[
u_p^{ML} = \frac{1}{2} \frac{\sum_i (y_i^2 b_p(x_i))}{\sum_i b_p(x_i)}
\]

(16)

and by deriving (15) in order to \( u_p \) leads to

\[
\frac{\partial^2 l(u_p^{ML})}{\partial u_p^2} = -\frac{\sum_i b_p(x_i)}{(u_p^{ML})^2}
\]

(17)

This expression for the second derivative of the log likelihood function, obtained by deriving (15) with respect to \( u_p \), can be more accurately computed if (7) is used. By deriving two times (7) with respect to \( u_p \) and after replacing \( f(x_i) \) by \( u_p \) it obtains:

\[
\frac{\partial^2 l(u_p^{ML})}{\partial u_p^2} = -\frac{\sum_i (y_i b_p(x_i))^2}{(u_p^{ML})^3} + \frac{\sum b_p^2(x_i)}{(u_p^{ML})^2}
\]

(18)

We have used expression (17) in the reconstruction using synthetic data and (18) in the case of real data.
Therefore, the MAP estimate of the volume of interest is obtained by solving a system of linear equations given by (14) where
\[ \tau_p = \frac{2\psi N_x}{\sum b_p(x_i)} (u_p^{ML})^2 \]
and where \( u_p^{ML} \) is given by (16).

For sake of simplicity (14) can be rewrite as
\[ u_p = k_p + c_p \tilde{u}_p \]  
\[ (19) \]
where \( k_p = \frac{u_p^{ML}}{1 + \tau_p} \) and \( c_p = \frac{\tau_p}{1 + \tau_p} \). These parameters, \( k_p \) and \( c_p \) are computed once for all during the initialization phase. The solution of (14) can be done by standard algorithms for the solution of linear sets of equations.

5 Experimental Results

This section presents two 3D reconstruction examples using synthetic and real data.

The synthetic data consists of a set of 100 images of 128 × 128 pixels corresponding to parallel cross sections of the 3D interval \([-1, 1]^3\) (see Fig.4). The function to be reconstructed is assumed to be binary: \( f(x) = 5000, x \in [-0.5, 0.5]^3, f(x) = 2500 \) otherwise. The cross sections were corrupted with Rayleigh noise according to (3). The histogram of the whole set of images is shown in Fig.5 and is a mixture of two Rayleigh densities. Both reconstruction algorithm were used to reconstruct \( f \) in the interval \([-1, 1]^3\) using a regularization parameter \( \psi = 16.10^{-6} \).

Fig.6 shows the profiles extracted from the estimated volumes using both methods. These two profiles are quite similar which means that both methods lead to similar results in this problem. The SNR of 21.4dB for the nonlinear method and 20.8dB for the fast algorithm proposed in this paper stresses the
ability of the linear algorithm to produce similar results as those obtained with the nonlinear method.

It should be stressed that the linear method is less heavy in computational terms. Fig.7 and Fig.8 show the evolution of the posteriori distribution function, log(p(Y, U)) along the iterative process. Fig.7 displays log(p(Y, U)) as function of the index of the iteration while Fig.8 displays the same values as function of the time.

The nonlinear algorithm converges in less iterations (62) than the linear algorithm (97) in this example. However, since each iteration of the nonlinear method is slower and it involves processing all (millions) of the observations, the convergence is slower in terms of computation time (see Fig.8) (in this case about 6 times slower than the linear method\(^1\)).

\(^1\) These values depend on the number and dimensions of the images and on the desired accuracy for the solution. For very accurate solutions it is need more iterations and the linear method becomes more efficient
Fig. 7. L(U) along the iterative process

Fig. 8. L(U) along the iterative process in function of time

Fig. 9 shows cross sections of the 3D volume (left) as well as the 3D surface of the cube displayed using rendering methods (right). The results are again similar, the nonlinear method performing slightly better at the transitions.

The real data if formed by a set of 100 images of a human thyroid with 128 × 128 pixels. Fig.10 shows the corresponding histogram. This histogram reveals some significant differences from the one of the synthetic data. In the case of the synthetic data the underlying 3D object is binary while in the case of the real data a continuous range of reflectivity values are admissible.

Profiles extracted from both estimated volumes are shown in Fig.11. In this figure are also shown images belonging to the initial data set. The profiles were computed from images extracted from the estimated volumes with dimensions and positions equivalent to the cross-sections shown in the figure. In this graph it
Fig. 9. Reconstructed volumes, a) using the nonlinear method and b) using the linear method

Fig. 10. Real data histogram

is also shown a profile extracted from a maximum likelihood estimates computed by using the expression (16). Here, the difference between both methods are more visible which is related with the deviation of the real data from the true Rayleigh model. However, we conclude once more that the linear method leads to acceptable results, similar to the ones obtained with the nonlinear algorithm.

6 Conclusion

This paper presents an algorithm to estimate the acoustic reflectivity in a given region of interest from a set of ultrasound images. The images are complemented
Fig. 11. Profiles extracted from the estimated volumes using the nonlinear and linear method

with the position and orientation of the ultrasound probe. The proposed algorithm is formulated in a Bayesian framework using a MAP criterion. To speed the reconstruction time a simplified (linear) algorithm was proposed based on the concept of sufficient statistics.

The goal is obtain a fast and efficient MAP algorithm to estimate volumes in a quasi real time basis. Reconstruction results obtained with both methods are presented, one using a set of images extracted from a synthetic 3D cube and the other using a set of real cross-sections of a human thyroid. Both examples show that the fast(linear) algorithm performs almost as well as the nonlinear version. Profiles extracted from the estimated volumes are quite similar and the signal to noise ration (for the synthetic case only) computed with the original volume reenforce this similarity. It is concluded that the linear algorithm needs more iterations to reconstruct the volume than the nonlinear one but it spend much less time. This is explained by the fact that the linear method only has to process the huge amount of data only once, while the nonlinear method must read and process the data in each iteration. A final note should be provide. The formulation of the linear method is more simple than the nonlinear method. The estimation process in the first case is obtained by solving a set of linear equations while in the non simplified case a set of non-linear equations should be solved. The nonlinear method present problems of convergence and stability, that are not addressed in this paper, which are also solved by using the linear reconstruction method proposed in this paper.
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Abstract. Hidden Markov Models (HMMs) are an useful and widely utilized approach to the modeling of data sequences. One of the problems related to this technique is finding the optimal structure of the model, namely, its number of states. Although a lot of work has been carried out in the context of the model selection, few work address this specific problem, and heuristics rules are often used to define the model depending on the tackled application. In this paper, instead, we use the notion of probabilistic bisimulation to automatically and efficiently determine the minimal structure of HMM. Bisimulation allows to merge HMM states in order to obtain a minimal set that do not significantly affect model performances. The approach has been tested on DNA sequence modeling and 2D shape classification. Results are presented in function of reduction rates, classification performances, and noise sensitivity.

1 Introduction

Hidden Markov Models (HMMs) represent a widespread approach to the modeling of sequences: they attempt to capture the underlying structure of a set of symbol strings. HMMs can be viewed as stochastic generalizations of finite-state automata, when both transitions between states and generation of output symbols are governed by probability distributions [1].

The basic theory of HMMs was developed by Baum et al. [2,3] in the late 1960s, but only in the last decade it has been extensively applied in a large number of problems. A non-exhaustive list of such problems consists of speech recognition [1], handwritten character recognition [4], DNA and protein modelling [5], gesture recognition [6] and, more in general, behavior analysis and synthesis [7].

HMMs fit very well in a large number of situations, in particular where the state sequence structure of the process examined can be assumed to be Markovian. Unfortunately, there are some drawbacks [8]. First, the iterative technique for the HMM learning (Baum-Welch re-estimation) converges to a local optimum, not necessarily the global one, and the choice of appropriate initial parameters’ estimates is crucial for convergence. Second, a large amount of training data
is generally necessary to estimate HMM parameters. Finally, the HMM topology and number of states have to be determined prior to learning, and usually heuristic rules are pursued for this purpose (e.g., [9]). This paper proposes a novel approach for resolving this final problem, in particular to determine the number of states. This issue could be tackled by using traditional methods of model selection; numerous paradigms have been proposed in this context, a non-exhaustive list includes [10]: Minimum Description Length (MDL), Bayesian Inference Criterion (BIC), Minimum Message Length (MML), Mixture Minimal Description Length (MMDL), Evidence Based Bayesian (EBB) etc. More computational intensive approaches are stochastic approaches (e.g., Markov Chain Monte Carlo (MCMC)), re-sampling based schemes, and cross-validation methods. Although principally derived for fitting mixture models, many of these techniques could be applied also in the HMM context, as proposed in [11] and [12]. It is worth noting that these approaches are devoted to find the optimal model on the basis of a criterion function by exploring all (or a large part of) the search space. Our work proposes instead a direct method to identify the model without searching the whole space, resulting less computationally intensive. In [11], starting with redundant configuration, an optimal structure can be obtained by repeated Bayesian merging of states in an incremental way, as far as new evidence arrives. In [12], a method for simultaneous learning of HMM structure and parameters is proposed. Parameters’ uncertainty is minimized by introducing an entropic prior and Maximum a Posteriori Probability (MAP) estimation. In this way, redundant parameters are eliminated and the model becomes sparse; moreover posterior probability increases, and an easier interpretation of resulting architecture is allowed.

Our approach consists in eliminating syntactic redundancy of an Hidden Markov Model using a technique called bisimulation. Bisimulation is a notion of equivalence between graphs whose usefulness has been demonstrated in various fields of Computer Science. In Concurrency it is used for testing process equivalence [18], in Model-Checking as a notion of equivalence between Kripke Structures [20], in Web-like databases for providing operational semantics to query languages [17], in Set Theory, for replacing extensionality in the context of non well-founded sets [13].

With our approach, the structure of an HMM is reduced by computing bisimulation equivalence relation between states of the model, so that equivalent states can be collapsed. We employed both the notions of probabilistic and standard bisimulation. We will prove that bisimulation reduces the number of states without significant loss in term of likelihood and classification accuracy. We will test this approach reporting experiments on DNA sequence modelling and 2D shape recognition using chain code. We will show that the proposed procedure is fully automatic, efficient, and provides promising results. We also compare our approach with BIC (Bayesian Inference Criterion) method, which is equivalent to MDL [10], showing that this technique is nearly as acceptable as our, as far as classification accuracy is concerned, but is more computationally demanding.
The rest of the paper is organized as follows: Sect. 2 contains formal description of HMM. In Sect. 3, the notion of bisimulation and the algorithm to compute equivalence classes are described. In Sect. 4 we detail our strategy and in Sect. 5 experiments and results are presented. Finally, Sect. 6 contains conclusions and future perspectives.

2 Hidden Markov Models

An HMM is formally defined by the following elements (see [1] for further details):

- A set $S = \{S_1, S_2, \ldots, S_N\}$ of (hidden) states.
- A state transition probability distribution, also called transition matrix $A = \{a_{ij}\}$, representing the probability to go from state $S_i$ to state $S_j$.

$$a_{ij} = P[q_{t+1} = S_j | q_t = S_i] \quad 1 \leq i, j \leq N$$

(1)

with $a_{ij} \geq 0$ and $\sum_{j=1}^{N} a_{ij} = 1$.

- A set $V = \{v_1, v_2, \ldots, v_M\}$ of observation symbols.

- An observation symbol probability distribution, also called emission matrix $B = \{b_j(k)\}$, indicating the probability of emission of symbol $v_k$ when system state is $S_j$.

$$b_j(k) = P[v_k \text{ at time } t | q_t = S_j] \quad 1 \leq j \leq N, 1 \leq k \leq M$$

(2)

with $b_1(k) \geq 0$ and $\sum_{j=1}^{M} b_j(k) = 1$.

- An initial state probability distribution $\pi = \{\pi_i\}$, representing probabilities of initial states.

$$\pi_i = P[q_1 = S_i] \quad 1 \leq i \leq N$$

(3)

with $\pi_i \geq 0$ and $\sum_{i=1}^{N} \pi_i = 1$. For convenience, we denote an HMM as a triplet $\lambda = (A, B, \pi)$, which determines uniquely the model.

3 Bisimulation

Bisimulation is a notion of equivalence between graphs useful in several fields of Computer Science. The notion was introduced by Park for testing process equivalence, extending a previous notion of automata simulation by Milner. Milner then employed bisimulation as the core for establishing observational equivalence of the Calculus of Communicating Systems [18].

Kanellakis and Smolka in [16] relate the bisimulation problem with the general (relational) coarsest partition problem and pointed out that the partition refinement algorithm in [19] solves this task. More precisely, in [19] Paige and Tarjan solve the problem in which the stability requirement is relative to a relation $E$ (edges) on a set $N$ (nodes) with an algorithm whose complexity is $O(|E| \log |N|)$.
Standard Bisimulation. Bisimulation can be equivalently formulated as a relation between two graphs and as a relation between nodes of a single graph. We adopt the latter definition since we are interested in reducing states of a unique graph.

**Definition 1.** Given a graph \( G = \langle N, E \rangle \) a bisimulation on \( G \) is a relation \( b \subseteq N \times N \) s.t. for all \( u_0, u_1 \in N \) s.t. \( u_0 b u_1 \) and for \( i = 0, 1 \): if \( \langle u_i, v_i \rangle \in E \); then there exists \( \langle u_{1-i}, v_{1-i} \rangle \in E \) s.t. \( v_0 b v_1 \).

In order to minimize the number of nodes of a graph, we look for the maximal bisimulation \( \equiv \) on \( G \). Such a maximal bisimulation always exists, it is unique, and it is an equivalence relation over the set of nodes of \( G \) [13]. The minimal representation of \( G = \langle N, E \rangle \) is therefore the graph:

\[
\langle N/ \equiv, \{ \langle [m]_\equiv, [n]_\equiv \rangle : \langle m, n \rangle \in E \} \rangle
\]

which is usually called the bisimulation contraction of \( G \). Using the algorithm in [19] the problem can be solved in time \( O(|E| \log |N|) \); for acyclic graphs and for some classes of cyclic graphs it can be solved in linear time w.r.t. \( |N| + |E| \) [15].

**Bisimulation on labeled graphs.** If the graphs are such that nodes and/or edges are labeled, the notion can be reformulated as follows:

**Definition 2.** Let \( G = \langle N, E, \ell \rangle \) be a graph with a labeling function \( \ell \) for nodes, and labeled edges of the form \( m \overset{a}{\rightarrow} n \) (\( a \) belongs to a set of labels). A bisimulation on \( G \) is a relation \( b \subseteq N \times N \) s.t. for all \( u_0, u_1 \in N \) s.t. \( u_0 b u_1 \) it holds that: \( \ell(u_1) = \ell(u_2) \) and for \( i = 0, 1 \), if \( u_i \overset{a}{\rightarrow} v_i \in E \), then there exists \( u_{1-i} \overset{a}{\rightarrow} v_{1-i} \in E \) s.t. \( v_0 b v_1 \).

If only the nodes are labeled, the procedure in [19] can be employed to find the bisimulation contraction, provided that in the initialization phase nodes with the same labels are put in the same class. The case in which edges are labeled can be reduced to the last one by replacing a labeled edge \( m \overset{a}{\rightarrow} n \) by a new node \( \nu \) labeled by \( a \) and by the edges \( \langle m, \nu \rangle \) and \( \langle \nu, n \rangle \). Therefore, finding the bisimulation contraction also in this case can be done using the algorithm of [19]; moreover, the procedure of [19] can be modified in order to deal directly (i.e., without preprocessing) with the general case described.

**Probabilistic Bisimulation** The notion of bisimulation over labeled graphs (Def. 2) has been introduced in a context where labels denote actions executed (e.g. a symbol is emitted) by processes during their run. Labels can also store pairs of values \((x, y)\): an action \( x \) and a probability value \( y \) (that could be read as: this edge can be crossed with probability \( y \) and in this case an action \( x \) is done). In this case another notion of bisimulation is perhaps more suitable. Consider, for instance, the graph of Fig. 1 (we use \( n_1 \sim n_8 \) to refer to the nodes: they are not labels). \( n_7 \) and \( n_8 \) are trivially equivalent since they have no outgoing edges. Nothing can be done in both the cases. The four nodes \( n_2, n_3, n_5, n_6 \) are in the same equivalence class, since they have equivalent successors (reachable performing the same action \( b \), with probability 1). The nodes \( n_1 \) and \( n_4 \) are instead not
equivalent, since, for instance, there is the edge \( n_1 \xrightarrow{\langle a, 0.4 \rangle} n_3 \) but no edges labeled \( \langle a, 0.4 \rangle \) starts from \( n_4 \). However, both from \( n_1 \) and \( n_4 \) it can be reached one of the equivalent states, performing action \( a \) with probability 0.7: the two nodes should be considered equivalent. These graphs are called \textit{Fully Probabilistic Labelled Transition System} (FPLTS).

The notion of probabilistic bisimulation [14] is aimed at formally justifying this intuitive concept. We start by providing two auxiliary notions: Given a graph \( G = \langle N, E \rangle \) with edge labeled by pairs as above, and \( b \subseteq N \times N \) a relation, then for two nodes \( m, n \in N \) and a symbol \( a \), we define the functions \( B \) and \( S \) as follows

\[
B(m, n, a) = \{ \mu : \exists q(m \xrightarrow{\langle a, q \rangle} \mu \in E \wedge \mu \circ b \circ n ) \} \quad \text{and} \quad S(m, n, a) = \sum_{m \xrightarrow{\langle a, q \rangle} \mu \in E \circ b \circ n} q
\]

**Definition 3.** Let \( G = \langle N, E \rangle \) be a graph with edge labeled by pairs consisting of symbols and probability values, a probabilistic bisimulation on \( G \) is a relation \( b \subseteq N \times N \) s.t.: for all \( u_0, u_1 \in N \), if \( u_0 \xrightarrow{b} u_1 \) then for \( i = 0, 1 \) if \( u_i \xrightarrow{\langle a, p \rangle} v_i \in E \), then there exists \( v_{1-i} \in N \) s.t.:

- \( u_{1-i} \xrightarrow{\langle a, p' \rangle} v_{1-i} \in E \),
- \( S(u_i, v_i, a) = S(u_{1-i}, v_{1-i}, a) \), and
- and for all \( m \in B(u_i, v_i, a) \) and \( n \in B(u_{1-i}, v_{1-i}, a) \) it holds that \( m \circ b \circ n \).

In [14] a modification of the Paige-Tarjan procedure is presented in this case and proved to correctly return the probabilistic contraction of a graph \( G = \langle N, E \rangle \) in time \( O(|N||E| \log |N|) \). In the example of Fig. 1 the two nodes \( n_1 \) and \( n_4 \) are put in the same class.

In this paper we will further extend the possible labels for edges. We admit triplets \( \langle p_1, a, p_2 \rangle \) where \( a \) is a symbol while \( p_1 \) and \( p_2 \) are probabilistic values. We extend the notion of the above Definition 3 point to point. In other words, we reason as if the edge \( \langle p_1, a, p_2 \rangle \) is replaced by the two edges \( \langle a, p_1 \rangle, \langle \hat{a}, p_2 \rangle \) and \( \hat{a} \) can not be confused with \( a \) (see Fig. 2).

### 4 The Strategy

\textit{HMM as labeled graphs.} Probabilistic bisimulation is defined on FPLTS, which are slightly different from HMMs. Neglecting notation, the real problem is represented by emission probability of each state, which has not counterpart in

![Fig. 1. \( n_1 \) and \( n_4 \) are not bisimilar, but probabilistically bisimilar.](image)
FPLTS. As described in Sect. 3, we can solve the problem by choosing an appropriate initial partition, whose sets contain states with same emission probability and then run the algorithm of [19]. This approach is correct, but it is too restrictive with respect to the concept of probabilistic bisimulation. In other words, using this initialization we create classes of bisimulation equivalence using concept of syntactic labelling, loosing instead the semantic labeling concept, which is the kernel of the probabilistic bisimulation.

Thus, we propose another method, a bit more expensive in terms of memory allocation and computational cost, but offering a better semantic characterization.

**Definition 4.** Given a HMM $\lambda = (A, B, \pi)$, trained with a set of strings from an alphabet $V = \{v_1, v_2, \ldots, v_M\}$, the equivalent FPLTS is obtained as follows. For each state $S_i$:

- Let $A_i$ be the set of edges outgoing from the state $S_i$, defined as
  $$A_i = \{(S_i, S_j) : a_{ij} \neq 0, 1 \leq j \leq N\}$$

- each edge $e$ in $A_i$ is replaced by $M$ edges, whose labels are $\langle a_{ij}, v_k, B_i(k)\rangle$,
  where, for $1 \leq i, j \leq N$, $1 \leq k \leq M$:
  - $a_{ij}$ is probability of $e$;
  - $v_k$ is $k$-th symbol of $V$;
  - $B_i(k)$ is probability of emission of $v_k$ from state $S_i$.

**Fig. 3.** Basic idea of procedure to represent HMM as a FPLTS.

Given an HMM with $N$ states, $K$ edges and $M$ symbols, with this approach the complexity of bisimulation contraction grows from $O(K N \log N)$ to $O(M K N \log N)$ for time, and from $O(K N)$ to $O(M K N)$ for space.

By applying bisimulation to a HMM we have to face another important issue: the partial control of compression rate of our strategy. To this end, we introduce the concept of quantization of probability: given a set of quantization level values (prototypes) in the interval $[0, 1]$, we approximate each probability with the
closest prototype. A uniform quantization is adopted on interval $[0, 1]$. To control this approximation we define a reduction factor, representing the number of levels that subdivide the interval: it is calculated as $(number \ of \ prototypes - 2)$. For example, reduction factor 3 means that probability are approximated with the values $\{0, 0.25, 0.5, 0.75, 1\}$. Thus, the notion of equivalent labels is governed by the test of equality of their quantization, where $quant(p)$ is define as the prototype $j$ closest to $p$.

As a final consideration, the reduction factor represents a tuning parameter for deciding the degree of compression adopted. Obviously, for a low value of the factor, information lost in approximation is high, and the resulting model can be a very poor representation of the original one.

**Algorithm.** Given a problem, determining optimal number of HMM states is performed following the following steps:

1. Training of HMM with a number of states that is reasonably large with respect to the problem considered. This number strongly depends from available data, and it can be determined using some heuristics.
2. Transform HMM in labelled graph (FPLTS), using procedure described in Def. 4 of Sect. 4. In this step we have to choose a reduction factor, that provides a measure of accuracy adopted in the conversion. It also gives a rough meaning of reduction rate: lower precision likely means higher compression.
3. Run bisimulation algorithm on such graph, obtaining equivalence classes.

   Optimal number of states $N'$ is represented by cardinality of the quotient set (i.e. the number of different classes determined by bisimulation).
4. Retraining of the HMM using $N'$ states.

This method is designed for discrete HMM, but can be generalized for other typologies by working on Step 2 of the procedure.

## 5 Experimental Results

The aim of the following experiments is to show that this method reduces HMM states without significant loss in terms of likelihood and classification accuracy. We tested these two properties on two distinct problems: DNA modeling, i.e. using HMM to model and recognize different DNA sequences (typically, fragments of genes), and 2D shape classification using chain code (modeled by HMM). In all tests, each HMM was trained in three learning sessions, using Baum-Welch re-estimation and choosing the one presenting the maximum likelihood. Each learning started using random initial estimates of $A$, $B$ and $\pi$ and ended when likelihood is converged or after 100 training cycles. Performances are measured in terms of some indices:

- **Compression Rate**, representing a percentage measure of the number of states eliminated by bisimulation: $CR = 100 \left( \frac{N_{orig} - N_{reduct}}{N_{orig}} \right)$, where $N_{reduct}$ are the number of states after bisimulation on a HMM with $N_{orig}$ states;
- **Log Likelihood Loss**, estimating the difference in LL between original and reduced HMM: \( LLL = 100 \left( \frac{LL_{\text{orig}} - LL_{\text{reduct}}}{LL_{\text{orig}}} \right) \), where \( LL_{\text{reduct}} \) and \( LL_{\text{orig}} \) are log likelihood of HMM with \( N_{\text{reduct}} \) and \( N_{\text{orig}} \) number of states, respectively.

### 5.1 DNA Modeling

Genomics offers tremendous challenges and opportunities for computational scientists. DNA sequences of various lengths formed by using 4 symbols: A, T, C, and G. Each symbol represent a base, Adenine, Thymine, Cytosine, and Guanine respectively. Recent advances in biotechnology have produced enormous volumes of DNA related information, needing suitable computational techniques to manage them [21].

From a machine learning point of view [22], there are three main problems to deal with: genome annotation, including identification of genes and classification into functional categories, computational comparative genomics, for comparing complete genomic sequences at different levels of detail, and genomic patterns, including identification of regular pattern in sequence data. Hidden Markov Models are widely used in resolving these problems, in particular for classification of genes, protein family modeling, and sequence alignment. This is because they are very suitable in modeling strings (as DNA or protein sequences), and can provide useful measures of similarity (LL) in comparing genes.

In this paper, we employ HMM to model gene sequences for classification purposes. This simple example is nevertheless significant to demonstrate HMM ability in recognizing genes, also in conditions of noise (as biological mutations). Data were obtained extracting a 200 bp (base pair) fragment of recA gene sequence of a lactobacillus. We trained 95 HMMs on this sequence, where \( N \) (number of states) grows from 10 to 200 (step 2). We applied the bisimulation contraction algorithm on each HMM, with reduction factor varying from 1 to 9 (step 2), computing the number of resulting states. We then compared Log Likelihood (LL) of original sequence produced by original and reduced HMMs, obtaining results plotted on Fig. 4(b). One can notice that the two curves are very similar, in particular when reduction factor is high. In Table 1, average and maximum loss of likelihood (LLL) are presented for each value of resolution factor, with maximum compression rate: loss of Log Likelihood is fairly low, decreasing when augmenting precision of bisimulation (reduction factor). This kind of analysis is performed to show the graceful evolution of the HMM likelihood when number of states is decreased using bisimulation.

In Fig. 4(a) original number of states vs. reduced number of states are plotted, at varying number of states. More precisely, for a generic value \( N \) on abscissa, ordinate represents the number of states obtained after running bisimulation on \( N \)-states HMM. It is worth noting that compression rate increases when the number of states grows: this is reasonable, because small structures cannot have a large redundancy.

The second part of this experiment tries to exploit performance of our algorithm regarding classification accuracy. To perform this step we trained two
Fig. 4. Compression rate (a) and comparison of Likelihood curve for original and reduced HMM (b) on DNA modeling experiment. Reduction factor are 1, 5 and 9.

Table 1. Maximum compression rate, average and maximum Log Likelihood loss for DNA modeling experiment at varying reduction factors.

<table>
<thead>
<tr>
<th>Reduction factor</th>
<th>Maximum CR (%)</th>
<th>Average LLL (%)</th>
<th>Maximum LLL (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50.00</td>
<td>9.57</td>
<td>32.20</td>
</tr>
<tr>
<td>3</td>
<td>38.16</td>
<td>6.69</td>
<td>20.07</td>
</tr>
<tr>
<td>5</td>
<td>33.14</td>
<td>5.45</td>
<td>20.31</td>
</tr>
<tr>
<td>7</td>
<td>34.87</td>
<td>5.91</td>
<td>18.90</td>
</tr>
<tr>
<td>9</td>
<td>34.04</td>
<td>5.77</td>
<td>22.30</td>
</tr>
</tbody>
</table>

HMMs with 150 states on 200 bases fragments of two different recA genes: one was from *glutamicum bacillus* and second was from *tuberculosis bacillus*. Each HMM was then reduced using bisimulation, varying reduction factor from 1 to 9 (step 2). Then, HMMs were retrained with reduced number of states, resulting in 10 reduced HMMs (5 for each sequence). Compression rate varies from 32% for reduction factor 1 to 22% for reduction factor 9 (see Table 2). We tested classification accuracy of HMMs using 300 sequences, obtained by adding synthetic noise to the original two. The noising procedure is the following: each base is changed with fixed probability \( p \) (ranging from 0.3 to 0.4), and following determined biological rules (for examples, \( A \) becomes \( T \) with probability higher than \( G \)). Each sequence of this set was evaluated using both models, and classified as belonging to the class whose model showed highest LL. Error rate was then calculated counting misclassified trials and dividing by the total number of trials. Figure 5 shows error rate for original and reduced HMMs, varying the probability of noise. One can notice that error rate trend is quite similar, and that error is very low, always below 5%, proving that HMMs work very well on this type of problems. In Table 2 (a–b), average errors on original and reduced HMMs are presented, respectively, varying noise level and reduction factor value. For the latter, maximum compression rate and maximum LL loss are also pre-
Fig. 5. Error rate for different noise level for DNA modeling experiment.

Table 2. Error on original and reduced HMMs for DNA modeling experiments in function of (a) varying noise level, and (b) varying reduction factor value.

<table>
<thead>
<tr>
<th>Noised Level</th>
<th>Error on Original (%)</th>
<th>Error on Reduced (%)</th>
<th>Reduction Factor</th>
<th>Average CR (%)</th>
<th>Average LLL (%)</th>
<th>Error on Original (%)</th>
<th>Error on Reduced (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.00</td>
<td>0.00</td>
<td>1</td>
<td>32.00</td>
<td>3.89</td>
<td>1.67</td>
<td>1.27</td>
</tr>
<tr>
<td>0.325</td>
<td>0.33</td>
<td>0.13</td>
<td>3</td>
<td>25.33</td>
<td>1.72</td>
<td>1.67</td>
<td>0.80</td>
</tr>
<tr>
<td>0.35</td>
<td>1.67</td>
<td>0.80</td>
<td>5</td>
<td>22.00</td>
<td>4.15</td>
<td>1.67</td>
<td>0.80</td>
</tr>
<tr>
<td>0.375</td>
<td>1.67</td>
<td>1.07</td>
<td>7</td>
<td>21.33</td>
<td>5.61</td>
<td>1.67</td>
<td>0.80</td>
</tr>
<tr>
<td>0.4</td>
<td>4.67</td>
<td>2.60</td>
<td>9</td>
<td>21.66</td>
<td>2.14</td>
<td>1.67</td>
<td>0.93</td>
</tr>
</tbody>
</table>

sent. One can notice that the difference between two errors grows with noise level, i.e., error value becomes higher when noise level increases, and differences can be more significant. Nevertheless, LL losses are very low if compared with compression rate and amount of noise. Actually, classification errors remain below 5%, even on experiments with 40% noise level. Moreover, error level seems to be lower in the reduced case than in the original one. Reasonably, HMMs with less states are able to generalize better, so as recognize also sequences with higher noise, even if we expect a breakdown point, causing a reversing behavior between original and reduced HMMs.

5.2 2D Shape Recognition

Object recognition, shape modeling, and classification are related issues in computer vision. A lot of three-dimensional (3-D) object recognition techniques are based on the analysis of two-dimensional (2-D) aspects (images) and several work can be found in literature on the analysis of 2-D shape or presenting methods devoted to planar object recognition. A key issue is the kind of image feature used to describe an object, and its representation. Object contours are widely chosen as features, and their representation is basic to the design of shape analysis techniques. Different types of approaches have been proposed in the previous years, like, e.g., Fourier descriptors, chain code, curvature-based techniques, invariants, auto-regressive coefficients, Hough-based transforms, associative memories, and others, each one featured
by different characteristics like robustness to noise and occlusions, invariance to translation, rotation and scale, computational requirements, and accuracy.

In this paper, HMMs are proposed as a tool for shape classification. This preliminary experiment aims at presenting a simple example on the capability of HMM on discriminating object classes, showing its robustness in terms of partial views and, in minor way, of noise. Shape is modeled using chain code, a well-known method to represent contours, which presents some inherent characteristic like the invariance to rotation (if code local differences are considered), and translation.

Although a large literature addresses these issues, the use of HMM for shape analysis has not been widely addressed. To our knowledge, only the work of He and Kundu [9] has been found to have some similarities with our approach. They utilize HMMs to model shape contours represented as auto-regressive (AR) coefficients. Results are quite interesting and presented in function of the number of HMM states ranging from 2 to 6. Moreover, shapes are constrained to be a closed contour.

In our experiment, although limited to a pair of similar objects, the degree of occlusion is quite large, and noise has been included to affect object coding, (without heavily degrading classification performances). Due to lack of space, we will not present results on rotational and scale invariance. Let us only state that scale is not a problem, as the HMM structure can manage it due to the possibility of permanence in the same state. Actually, simple tests on some differently scaled and noised objects have confirmed that HMMS behave correctly in this case. A detailed description of our approach with extensive experiments is not in the scope of this paper, and will be the subject of our future work. In this paper, we would only like to show the capabilities of the HMM to discriminate (also similar) shapes and its stable performances when the minimal structure is obtained by bisimulation with respect to the redundant topology.

In our experiment, given an image of 2D objects, data are gathered assigning at each object its chain code, calculated on object contours. Edges are extracted using Canny edge detector [23], while chain code is calculated as described in [24]. Fig. 6 shows the two simple objects, a stylized hammer and a screwdriver, used in the experiment. We train one HMM for each object, varying the number of states from 4 to 20. After applying bisimulation contraction, with reduction factor from 1 to 9, we re-trained HMMs with reduced number of states and compared
them in term of Log Likelihood. Average and maximum Log Likelihood loss are calculated, and results are shown in Table 3, with maximum compression rate for different reduction factor values. Average LLL values are confortably low: bisimulation does not seem to affect HMM characteristics. Nevertheless, we can also observe that average loss is very low compared with related maximum LLL. This is because compression is not so strong, as evident in Table 3, and therefore some learning session on reduced HMM can produce better results in terms of Log Likelihood. LL of an HMM on a sequence typically grows with \(N\). On the other hand, LL depends on how well the training algorithm worked on the data. Baum-Welch re-estimation ensures to reach the nearest local optimum, without any information about global optimum. So, it is possible that for closed \(N_1, N_2\), with \(N_1 < N_2\), a HMM with \(N_1\) states shows larger LL than those with \(N_2\) states, because the training algorithm worked better. To partially solve the problem of convergence, each HMM was trained three times, starting with different random initial conditions. The case of so high LL loss may be explained by a low compression rate (the HMMs have the similar number of states) and very bad training (in this case three trials seems to be insufficient to ensure correct learning).

For testing classification accuracy, we synthetically create two test sets. The first set is obtained considering, for each object, fragments of their chain code of variable length, expressed as percentage rate of the whole length. It varies from 20 to 90 percent, and the point where fragment starts was randomly chosen. The second set is obtained by adding synthetic noise to the two chain codes, using a procedure similar to that used for DNA noising procedure. Each code is changed with fixed probability \(P\), i.e. if \(cc_i\) is the original code, with probability \(P, (((cc_i - 1) \pm 1) \mod 8) + 1\) is carried out. Probability ranges from 0.05 to 0.35, and, for each value, 60 sequences are generated. As usual, a sequence is assigned to the class whose model shows the highest Log Likelihood, and error rate is estimated counting misclassified patterns. For each of the two test sets, we calculate performance using original and reduced HMMs and varying reduction factor from 1 to 9. In Table 4, average error for original and reduced HMMs on set of pieces are presented varying reduction factor from 1 to 9. We can see that the difference between two errors is very low.

The same results are presented in Table 5 for a set of noisy sequences, varying reduction factor (Table 5(a)) and noise level (Table 5(b)).

<table>
<thead>
<tr>
<th>Reduction factor</th>
<th>Maximum CR</th>
<th>Average LLL</th>
<th>Maximum LLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.74</td>
<td>4.91</td>
<td>72.20</td>
</tr>
<tr>
<td>3</td>
<td>9.43</td>
<td>0.55</td>
<td>29.39</td>
</tr>
<tr>
<td>5</td>
<td>6.33</td>
<td>2.30</td>
<td>72.26</td>
</tr>
<tr>
<td>7</td>
<td>6.40</td>
<td>1.72</td>
<td>72.85</td>
</tr>
<tr>
<td>9</td>
<td>4.71</td>
<td>1.28</td>
<td>68.73</td>
</tr>
</tbody>
</table>
Table 4. Error on original and reduced HMMs for 2D shape recognition experiment (fragments set): (a) varying resolution factor; (b) varying fragment length.

<table>
<thead>
<tr>
<th>Reduction factor</th>
<th>Error on Original (%)</th>
<th>Error on Reduced (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.52</td>
<td>2.91</td>
</tr>
<tr>
<td>3</td>
<td>2.52</td>
<td>2.19</td>
</tr>
<tr>
<td>5</td>
<td>2.52</td>
<td>1.51</td>
</tr>
<tr>
<td>7</td>
<td>2.52</td>
<td>0.44</td>
</tr>
<tr>
<td>9</td>
<td>2.52</td>
<td>2.70</td>
</tr>
</tbody>
</table>

Table 5. Error on original and reduced HMMs for 2D shape recognition experiment (noised set): (a) varying resolution factor; (b) varying noise level (b).

<table>
<thead>
<tr>
<th>Reduction factor</th>
<th>Error on Original (%)</th>
<th>Error on Reduced (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>29.08</td>
<td>24.83</td>
</tr>
<tr>
<td>3</td>
<td>29.08</td>
<td>29.05</td>
</tr>
<tr>
<td>5</td>
<td>29.08</td>
<td>21.14</td>
</tr>
<tr>
<td>7</td>
<td>29.08</td>
<td>28.23</td>
</tr>
<tr>
<td>9</td>
<td>29.08</td>
<td>25.97</td>
</tr>
</tbody>
</table>

A consideration can be made on performance of HMMs applied to this problem: average error in recognizing the fragment sequence is 1.21%, a very low value. This means that a simple HMM can be invariant of some type of object occlusions. Nevertheless, noise seems to be a more serious problem, but working on topology and training algorithms classification accuracy may be less affected by this problem.

Another point regards the similarity of the two objects which may seriously affect performances. Using very different objects this problems may be attenuated. More extensive tests on invariance on scale and rotation should be carried out to better evaluate HMM performance for shape classification.

5.3 Comparison with Other Methods

Regarding the model selection approaches present in literature and listed in Section 1, an interesting comparative evaluation is presented in [25]. In that paper, a comparison between MDL/BIC, EBB and MDL for gaussian mixture model is reported, showing comparable performances and proving their superiority with respect to other methods. For convenience, we choose the BIC method [26] for our
comparative analysis. BIC is a likelihood criterion penalized by the model complexity, i.e., in our case, the number of HMM states. Let $X = \{x_i, i = 1, \cdots, N\}$ be the data set we are modeling and $M = \{M_i, i = 1, \cdots, K\}$ be the candidate models. Let us denote as $|M_i|$ the number of parameters of the model $M_i$, and assuming to maximize the likelihood function $\mathcal{L}(X, M_i)$ for each possible model structure $M_i$, the BIC criterion is defined as:

$$BIC(M_i) = \log \mathcal{L}(X, M_i) - \frac{1}{2} |M_i| \log(N)$$

This strategy selects the model for which the BIC criterion is maximized.

We compare our strategy with this approach related to the 2D shape experiment. We train 18 HMMs, with states number varying from 3 to 20, and for each model we compute the BIC value. BIC vs number of states curves are plotted in Fig. 7, for the two objects. We then choose the HMM showing the highest BIC value (corresponding to 12 and 14 states, respectively for screwdriver and hammer).

With our bisimulation approach we train one HMM with 20 states, apply bisimulation and train another HMM with calculated number of states, varying reduction factor fro 1 to 9 (step 2). To compare the two methods we create a test set by adding synthetic noise (of various entity) to the two chain codes, in a way similar to that presented in the previous section, obtaining, for each noise level, 120 sequences to be classified. We then calculate the classification error applying the two approaches, presenting results in Table 6, in function of variable noise level. We can notice that, on the average, classification accuracy is quite similar: in fact BIC method needs 18 training session, while our method only two, plus the time for determining bisimulation contraction (that is $O(MKN \log N)$, given an HMM with $N$ states, $K$ edges and $M$ symbols). In problems with a short

\begin{figure}[h]
\centering
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{BayesianInferenceCriterionHammer.png}
\caption{Bayesian Inference Criterion – Hammer}
\end{subfigure}
\hfill
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{BayesianInferenceCriterionScrewdriver.png}
\caption{Bayesian Inference Criterion – Screwdriver}
\end{subfigure}
\end{figure}
Table 6. Comparison between BIC method and our approach.

<table>
<thead>
<tr>
<th>Method</th>
<th>States</th>
<th>Classification Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Screw.</td>
<td>Hammer</td>
</tr>
<tr>
<td>BIC</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>Bisim RF 1</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>Bisim RF 3</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>Bisim RF 5</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Bisim RF 7</td>
<td>17</td>
<td>19</td>
</tr>
<tr>
<td>Bisim RF 9</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Noise</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.35</td>
</tr>
</tbody>
</table>

alphabet (as DNA modeling and chain code problems), our method is definitively faster than BIC, giving approximately the same classification accuracy.

6 Conclusions

In this paper, probabilistic bisimulation is used to estimate the minimal structure of a HMM. It has been shown that starting from a redundant configuration, bisimulation allows to merge equivalent states while preserving classification performances. Redundant and minimal HMM architectures have been tested on two different cases, DNA modeling and 2D shape classification, showing the usefulness of the approach. Moreover, our method has been compared with a classic model selection scheme, showing comparative performances but with a less computational complexity.
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Abstract. This paper introduces R-SMW, a new algorithm for stereo matching. The main aspect is the introduction of a Markov Random Field (MRF) model in the Symmetric Multiple Windows (SMW) stereo algorithm in order to obtain a non-deterministic relaxation. The SMW algorithm is an adaptive, multiple window scheme using left-right consistency to compute disparity. The MRF approach allows to combine in a single functional the disparity values coming from different windows, the left-right consistency constraint and regularization hypotheses. The optimal estimate of the disparity is obtained by minimizing an energy functional with simulated annealing. Results with both synthetic and real stereo pairs demonstrate the improvement over the original SMW algorithm, which was already proven to perform better than state-of-the-art algorithms.

1 Introduction

Three-dimensional (3D) reconstruction is a fundamental issue in Computer Vision, and in this context, structure from stereo algorithms play a major role. The process of stereo reconstruction aims at recovering the 3D scene structure from a pair of images by searching for conjugate points, i.e., points in the left and right images that are projections of the same scene point. The difference between the positions of conjugate points is called disparity.

Stereo is a well known issue in Computer Vision, to which many articles have been devoted (see [4] for a survey). In particular, the search for conjugate points in the two images is one of the main problem, and several techniques have been proposed to make this task more reliable. The search is based on a matching process that estimates the "similarity" of points in the two images on the basis of local or punctual information. Actually, feature-based methods try to associate image features (e.g., corners) in the image pair, whereas area-based methods try to find point correspondences by comparing local information. The main difference lies in the fact the the former approach produces a sparse (i.e., only in correspondence of features) disparity map, whereas, the latter generates a dense disparity image. In particular, the area-based matching process is typically based on a similarity measure computed between small windows in two images (left and
right). The match is normally found in a deterministic way, in correspondence of the highest similarity value.

In this paper, a novel probabilistic stereo method is proposed, which is based on the Symmetric Multi-Window (SMW) algorithm presented in [7,8]. In this algorithm, matching is performed by correlation between different kinds of windows in the two images, and by enforcing the so-called left-right consistency constraint. This imposes the uniqueness of the conjugate pair, i.e., each point on one image can match at most one point on the other image. This algorithm is fully deterministic and exhibits good performances, as compared with the state of the art, namely [15,23]. Still, there is margin for improvement (as our results show) by implementing a probabilistic SMW using Markov Random Fields (MRFs). To this end, SMW has been re-designed in a probabilistic framework by defining a random field evolving according to a suitable energy function.

Literature about MRFs is large and covers many topics of image processing, like restoration, segmentation, and image reconstruction considering both intensity (video) [3] and range images [1]. In addition, different approaches, closer in spirit to ours, were proposed aimed at integrating additional information in the MRF model, like, for instance, edges to guide the line extraction process [10], or confidence data to guide the the reconstruction of underwater acoustic images [19].

More specifically, MRFs are also frequently used in computer vision applications in the context of stereo or motion. For example, in [14] the motion vector is computed adopting a stochastic relaxation criterion, or, in [16], MRFs are used to detect occlusions in image sequences. Stereo disparity estimation methods using MRFs have been proposed in several papers. In [21], a stereo matching algorithm is presented as a regularized optimization problem. Only a simple correspondence between single pixels in the image pair is considered that leads to an acceptable photometric error, without exploiting local information for disparity estimation. In [17], matching is based on a fixed single correlation window, shifted along raster scan lines, and disparity is calculated by integrating gradient information in both left and right images. In this way, a mix between area- and feature-based matching is obtained, but occlusions are not managed by the algorithm. In [22], an MRF model was designed to take into account occlusions defining a specific dual field, so that they can be estimated in a similar way as in a classic line process similar to that presented in [12].

In our approach, for each pixel, different windows are (ideally) considered to estimate the Sum of Squared Differences (SSD) values and related disparities. When using area-based matching, the disparity is correct only if the area covered by the matching window has constant depth. The idea is that a window yielding a smaller SSD error is more likely to cover a constant depth region; in this way, the disparity profile itself drives the selection of an appropriate window.

The main contribution of this paper lies in the definition of a MRF model for a non-deterministic implementation of the SMW algorithm, in order to consider in a probabilistic way the contributions associated to the several windows, also introducing a local smoothness criterion. The initial disparity is computed for
each window with SSD matching, then the Winner-Take-All approach of the SMW algorithm is relaxed by exploiting the MRF optimization.

The rest of the paper is organized as follow. In Section 2, the stereo process is described, and the MRF basic concepts are reported in Section 3. The actual MRF model is detailed in Section 4, and results are presented in Section 5. Finally, in Section 6, conclusions are drawn.

2 The Stereo Process

Many algorithms for disparity computation assume that conjugate pairs lie along raster lines. In general this is not true, therefore stereo pairs need to be rectified – after appropriate camera calibration – to achieve epipolar lines parallel and horizontal in each image [9].

A customary assumption, moreover, is that the image intensity of a 3D point is the same on the two images. If this is not true, the images must be normalized. This can be done by a simple algorithm [2] which computes the parameters of the gray-level transformation

\[ I_l(x, y) = \alpha I_r(x, y) + \beta \quad \forall (x, y) \]

by fitting a straight line to the plot of the left cumulative histogram versus the right cumulative histogram.

The matching process consist in finding the element (a point, region, or generic feature) in the right image which is most similar, according to a similarity metric, to a given element in the left image.

In the simple correlation stereo matching, similarity scores are computed, for each pixel in the left image, by comparing a fixed window centered on the pixel, with a window in the right image, shifting along the raster line. It is customary to use the Euclidean distance, or Sum of Squared Differences (SSD), as a (dis)similarity measure. The computed disparity is the one that minimizes the SSD error.

Even under simplified conditions, it appears that the choice of the window size is critical. A too small window is noise-sensitive, whereas an exceedingly large one acts as a low-pass filter, and is likely to miss depth discontinuities. This problem is addressed effectively – although not efficiently – by the Adaptive Window algorithm [15], and by the simplified version of the multiple window approach, introduced by [13,11].

Several factors make the correspondence problem difficult. A major source of errors in computational stereo are occlusions, although they help the human visual system in detecting object boundaries. Occlusions create points that do not belong to any conjugate pairs (Figure 1). There are two key observations to address the occlusions issue: (i) matching is not a symmetric process. When searching for corresponding elements, only the visible points in the reference image (usually, the left image) are matched; (ii) in many real cases a disparity discontinuity in one image corresponds to an occlusion in the other image. Some
Fig. 1. Left-right consistency in the case of the random-dot stereogram of Figure 3. Point $B$ is given $C'$ as a match, but $C'$ matches $C \neq B$.

authors [6,5] use the observation (i) to validate matching (left-right consistency); others [11,2] use (ii) to constrain the search space.

Recently, a new algorithm has been proposed [8] that computes disparity by exploiting both the multiple window approach and the left-right consistency constraint. For each pixel, SSD matching is performed with nine $7 \times 7$ windows with different centers: the disparity with the smallest SSD error value is retained.

The idea is that a window yielding a smaller SSD error is more likely to cover a constant depth region. Consider the case of a piecewise-constant surface: points within a window covering a surface discontinuity come from two different planes, therefore a single “average” disparity cannot be assigned to the whole window without making a manifest error. The multiple windows approach can be regarded as a robust technique able to fit a constant disparity model to data consisting of piecewise-constant surface, that is, capable of discriminate between two different populations. Occlusions are also detected, by checking the left-right consistency and suppressing unfeasible matches accordingly.

In this work we introduce a relaxation of the SMW algorithm using MRF. Both the multiple windows and the left-right consistency constraint features are kept but, in some sense, they are relaxed.

As for the multiple windows, one may note that correlation needs to be computed only once, because an off-centered window for a pixel is the on-centered window for another pixel. Therefore, the multiple windows technique used by the SMW reduces to assign a given pixel the disparity computed for one of its neighbors with an on-centered window, namely, the neighbor with the smallest SSD error. The nine $7 \times 7$ windows scheme gives forth to a sparse neighborhood of nine pixels. The idea is to relax this scheme, and consider the pixel with the smallest SSD error in a full $n \times n$ neighborhood (Figure 2).

As for the left-right consistency, we noticed that in presence of large amount of noise or figural distortion, the left-right consistency could fail for true conjugate pairs, and points could be wrongly marked as occluded. In this respect, it would be useful to relax the constraint, allowing for small errors.
Fig. 2. The 49 asymmetric correlation windows for a $7 \times 7$ neighbourhood. The pixel for which disparity is computed is highlighted. The off-centered window for the highlighted pixel is the on-centered window for another pixel.

All these requests can be cast in terms of cost functions to be minimized over a disparity field, and this points strongly to Markov Random Fields.

3 Markov Random Fields

In this section will shall briefly review some basic concepts regarding MRF, in order to introduce our notation.

A MRF is defined on a finite lattice field $I$ of elements $i$ called sites (in our case, image pixels). Let us define a family of random variables $D = \{D_i = d_i, \ i \in I\}$, and let us suppose that each variable may assume values taken from a discrete and finite set (e.g., grey levels set). The image is interpreted as a realization of the discrete stochastic process in which pixel $i$ is associated to a random variable $D_i$ (being $d_i$ its realization), and where, owing to the Markov property, the conditional probability $P(d_i \mid d_{I-\{i\}})$ depends only on the value on the neighboring set of $i$, $N_i$ (see [12]).

The Hammersley-Clifford theorem establishes the Markov-Gibbs equivalence between MRFs and Gibbs Random Fields [18], so the probability distribution takes the following form:

$$P(d) = Z^{-1} \cdot e^{-\beta U(d)}$$  \hspace{1cm} (1)

where $Z$ is a normalization factor called partition function, $\beta$ is a parameter called temperature and $U(d)$ is the energy function, which can be written as a sum of local energy potentials dependent only on the cliques $c \in C$ (local configurations) relative to the neighboring system [12]:

$$U(d) = \sum_{c \in C} V_c(d)$$  \hspace{1cm} (2)

In general, given the observation $g$, the posterior probability $P(d \mid g)$ can be derived from the Bayes rule by using the a-priori probability $P(d)$ and the conditional probability $P(g \mid d)$. The problem is solved computing the estimate $d$ according to a Maximum A-Posteriori (MAP) probability criterion. Since the
posterior probability is still of the Gibbs type, we have to minimize $U(d \mid g) = U(g \mid d) + U(d)$, where $U(g \mid d)$ is the observation model and $U(d)$ is the a-priori model [12]. Minimization of the functional $U(d \mid g)$ is performed by a simulated annealing algorithm with Metropolis sampler [20][18].

When the MRF model is applied to image processing the observation model describes the noise that degrades the image and the a-priori model describes the a-priori information independent from the observations, like, for instance, the smoothness of the surfaces composing the scene objects.

4 Model Description

To deal with the stereo problem the scene is modeled as composed by a set of planes located at different distances to the observer, so that each disparity value corresponds to a plane in scene. Therefore, the a-priori model is piecewise constant [18]. The observation model is harder to define because the disparity map is not produced by a process for which a noise model can be devised.

Whilst the a-priori model imposes a smoothness constraint on the solution, the observation model should describe how the observations are used to produce the solution. In fact, it is the observation term that encodes the multiple windows heuristic. For each site, we take into account all the disparity values in the neighbourhood, favouring the ones with the smallest SSD.

First a disparity map is computed using the simple SSD matching algorithm outlined in Sec. 2, taking in turn the left and the right images as the reference one. This produces two disparity maps, which we will call left and right, respectively. The left-right consistency constraint is implemented by coupling the left disparity and the right disparity values.

In order to define the MRF model, we introduce two random fields $D^L$ and $D^R$ to estimate the left and the right disparity map, two random fields $G^L$ and $G^R$ to model the left and the right observed disparity map, and two random field $S^L$ and $S^R$ to model the SSD error. The field $D^L$ (or equivalently $D^R$) will yield the output disparity.

In the following we shall describe the MRF functional, by defining the the a-priori model, the observation model, and the left-right consistency constraint term. In the next two subsections, will shall omit superscript $l$ and $r$ in the field variables. It is understood that the a-priori model and the observation model applies to both left and right fields.

4.1 A-priori Model

With the a-priori term we encode the hypothesis that the surfaces in the scene are locally flat. Indeed, we employ a piecewise constant model, defined as:

$$U(d) = \sum_{i \in I} \sum_{j \in N_i} [1 - \delta(d_i, d_j)]$$

(3)
where $d_i$ and $d_j$ are the estimate disparities value (the realization of the field $D$) and the function $\delta(x, y)$ is defined as:

$$
\delta(x, y) = \begin{cases} 
1 & \text{if } x = y \\
0 & \text{otherwise} 
\end{cases}
$$

(4)

This term introduces a regularization constraint, imposing that all pixels assume the same value in a region, thereby smoothing out isolated spikes.

### 4.2 Observation Model

In order to mimic the behaviour of the SMW algorithm, the observation model term introduces a local non-isotropic relaxation, favouring the neighbour observations with the lower SSD value:

$$
U(g, s \mid d) = \sum_{i \in I} \sum_{j \in N_i \cup \{i\}} [1 - \delta(d_i, g_j)] \cdot \left(\frac{1}{s_j}\right)
$$

(5)

where $g$ is the observation disparity map (the realization of the field $G$), $s$ is the observed SSD values (the realization of the field $S$), and $d$ is the disparity estimate (the realization of the field $D$). Following [18] the term $1 - \delta(x, y)$ represent a generalization of the sensor model for binary surface (derived by the binary symmetric channel theory).

In this term, the estimate value at site $i$, $d_i$, is compared with all its observed neighbours $\{g_j\}_{j \in N_i}$ and with $g_i$. When $d_i$ takes the disparity of one (or more) of its neighbours, one (or more) term(s) in the sum vanishes. The lower is the SSD error of the chosen disparity, the higher is the cost reduction.

Please note that we are not relating the SSD value to the matching likelihood: the rationale behind this energy term is the multiple windows idea.

### 4.3 Left-Right Consistency Constraint Term

In our MRF model, besides an observation term and an a-priori term for both left and right disparity fields, we define a coupling term that settles the left-right constraint.

Let $d_i^l$ be the left disparity (i.e., the disparity computed taking the left image as the reference) at site $i$, and $d_i^r$ the right disparity at site $i$. The left-right consistency constraint states that:

$$
d_i^l = -d_i^r + d_i^r.
$$

(6)

The corresponding energy term is:

$$
V(d_i^l, d_i^r) = \sum_{i \in I} \theta \left(d_i^l + d_i^r + d_i^r d_i^l\right)
$$

(7)

Please note that SSD is an error measure, not a correlation or similarity measure.
where $\theta(x)$ is defined as:

$$\theta(x) = \begin{cases} 0 & \text{if } x = 0 \\ 1 & \text{otherwise} \end{cases} \quad (8)$$

In this way we introduce a payload when the left-right constraint is violated.

### 4.4 Final Model

The final MRF writes:

$$U(d_l^r | g_l^r, s_l^r, g_r^r, s_r^r) = k_1 \cdot \left[ U(g_l^r, s_l^r | d_l^r) + U(g_r^r, s_r^r | d_r^r) \right] +$$

$$+ k_2 \cdot \left[ U(d_l^r) + U(d_r^r) \right] +$$

$$+ k_3 \cdot V(d_l^r, d_r^r) \quad (9)$$

where $U(g_l^r, s_l^r | d_l^r)$ and $U(g_r^r, s_r^r | d_r^r)$ are the observation model applied to the left and right disparity reconstruction, $U(d_l^r), U(d_r^r)$ are the a-priori models and $V(d_l^r, d_r^r)$ is the left-right constraint term. Please note that these terms are all weighted by the coefficients $k_1, k_2, k_3$ heuristically chosen.

This model performs both simultaneously the left and right disparity reconstruction and the two estimates influence each other in a cooperative way. We call our algorithm Relaxed SMW (R-SMW).

### 5 Results

This section reports the main results of the experimental evaluation of our algorithm. Numerical and visual comparison with other algorithms are shown.

We first performed experiments on noise-free random-dot stereograms (RDS), shown in Figure 3. In the disparity maps, the gray level encodes the disparity,

![Fig. 3. Random-dot stereograms (RDS). The right image of stereogram (not shown here) is computed by warping the left one (a), which is a random texture, according to given disparity pattern: the square has disparity 10 pixel, the background 3 pixel. Disparity map computed with SSD matching (b), SSD values (c) and R-SMW disparity map.](image_url)
that is the depth (the brighter the closer). Images have been equalized to improve readability.

Figure 3.b shows a disparity map computed by SSD matching with $7 \times 7$ fixed window. The negative effect of disparity jumps (near the borders of the square patch) is clearly visible. Accordingly, Figure 3.c shows that along the borders the SSD error is higher. R-SMW yields the correct disparity map, shown in Figure 3.d. This replicates exactly the result obtained by SMW [7]. We expect to appreciate the improvement brought by the MRF when noise affects the images, like in the real cases.

As a real example, we used the "Head" stereo pair shown in Figure 4, for which the disparity ground truth is given. The output of R-SMW is reported in Figure 5. The error image (Figure 6.a) shows in black the pixels where the disparity is different from the ground truth. For the others, the disparity value is shown as a gray level (the brighter the closer).

The R-SMW algorithms outputs two optimal disparity maps, the left and the right. By checking the left-right consistency against these two maps, one can
detect occluded points. Figure 6 shows the occlusions map. It is worth noting that most of the wrong pixels of Figure 6.a comes from occlusions.

We compared R-SMW with SMW and our implementation of the Zabih and Woodfill algorithm (Figure 7). In the R-SMW result, the regions are more homogeneous and the edge are better defined. Moreover a lot of spurious points are cleared. Please note that there is a large wrong area, corresponding to a box on the shelf (top right). The ground truth disparity for that box is the same as the background, but all the stereo algorithms we tested agree in detecting a different disparity for the box. We suspect that the ground truth could be incorrect for that area.

For quantitative comparison, two error measures have been used: the Mean Absolute Error (MAE), i.e., the mean of absolute differences between estimated and ground true disparities, and the Percentage Error (PE), i.e., the percentage of pixel labeled with a wrong disparity. Table 1 reports the MAE and PE errors obtained on the “Head” stereo pair by SSD matching, Zabih and Woodfill algo-
Fig. 8. "Castle" left image (a), SMW disparity (b), and R-SMW disparity (c).

Fig. 9. "Parking meter" left image (a), SMW disparity (b), and R-SMW disparity (c).

rithm, SMW, and by R-SMW. Results are ordered by decreasing errors: R-SMW exhibit the best performance, improving over the SMW. The Zabih and Woodfill algorithm is very fast (it reaches 30 frames per second on dedicated hardware), but results suggest that accuracy is not its best feature. We did not compared R-SMW with the Adaptive Windows (AW) algorithm by Okutomi and Kanade [15], but in [7] SMW was already proven to be more accurate than AW.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MAE</th>
<th>PE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSD with fixed window</td>
<td>0.8569</td>
<td>30.73%</td>
</tr>
<tr>
<td>Zabih and Woodfill</td>
<td>0.8012</td>
<td>31.56%</td>
</tr>
<tr>
<td>SMW</td>
<td>0.6194</td>
<td>24.98%</td>
</tr>
<tr>
<td>R-SMW</td>
<td>0.5498</td>
<td>21.33%</td>
</tr>
</tbody>
</table>
We also report in Figures 8, 9, 10, and 12 the results of our algorithm on standard image pairs from the JISCT (JPL-INRIA-SRI-CMU-TELEOS) stereo test set, and from the CMU-CIL (Carnegie-Mellon University—Calibrated Imaging Laboratory). Although a quantitative evaluation was not possible on this image, the quality of our results seems to improve over SMW, especially because spurious points and artifacts are smoothed out.

6 Conclusions

We have introduced a relaxation of the SMW algorithm by designing a Markov Random Field where both the multiple windows scheme and the left-right consistency are embedded. Moreover, a regularization constraint is introduced, as customary, to bias the solution toward piecewise constant disparities. Thanks to the MRF versatility, all these constraints are easily expressed in terms of energy, and the final solution benefits from the trade off between a-priori model and observations. Indeed, results showed that R-SMW performs better than state-of-the-art algorithms, namely SMW, Zabih and Woodfill and (indirectly) AW.
A sequential implementation of a MRF is computational intensive, of course: our algorithm took several minutes to converge to a solution, on the examples shown in the previous section. On the other hand, it reaches a high accuracy, and in some applications (e.g., model acquisition), one might want to trade accuracy for time.

A drawback of R-SMW is that coefficients in the energy functional need to be adjusted heuristically, and their value is fairly critical for the overall quality of the result. Work is in progress to implement a procedure for selecting the best coefficients automatically.
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Abstract. In a previous paper we described a system which recursively recovers a super-resolved three dimensional surface model from a set of images of the surface. In that paper we assumed that the camera calibration for each image was known. In this paper we solve two problems. Firstly, if an estimate of the surface is already known, the problem is to calibrate a new image relative to the existing surface model. Secondly, if no surface estimate is available, the relative camera calibration between the images in the set must be estimated. This will allow an initial surface model to be estimated. Results of both types of estimation are given.

1 Introduction

In this paper we discuss the problem of camera calibration, estimating the position and orientation of the camera that recorded a particular image. This can be viewed as a parameter estimation problem, where the parameters are the camera position and orientation. We present two methods of camera calibration, based on two different views of the problem.

1. Using the entire image \( I \), the parameters are estimated by minimizing \( (I - \hat{I}(\Theta))^2 \), where \( \Theta \) are the camera parameters and \( \hat{I}(\Theta) \) is the image simulated from the (known) surface model.
2. Using features extracted from the image, the parameters are estimated by minimizing \( (u - \hat{u}(\Theta))^2 \), where \( \hat{u}(\Theta) \) is the position of the estimated feature projected into the image plane.

Under the assumption that a surface model is known, the first method has a number of advantages. It makes no assumptions about the size of the displacements between the images; it gives much more accurate estimation as many thousands of pixels are used to estimate a very few camera parameters; most fundamentally for our problem, it does not require feature extraction – images of natural scenes often do not have the sharp corner features required for standard approaches to camera calibration.

In an earlier paper \([1]\) we described a system that inferred the parameters of a high resolution triangular mesh model of a surface from multiple images of that surface. It proceeded by a careful modeling of the image formation process, the process of rendering, and showed how the rendering process could be linearized.
with respect to the parameters of the mesh (in that case, the height and albedo values). This linearization turned the highly nonlinear optimization for the mesh parameters into the tractable solution of a very high dimensional set of sparse linear equations. These were solved using conjugate gradient, using iterative linearization about the estimate from the previous iteration.

The work in [1] required that the camera parameters (both internal and external) were known, and also assumed that the lighting parameters were known. In this paper we continue to assume that the internal parameters are known – NASA mission sensors are extensively calibrated before launch – and that the lighting parameters are known. Here we will describe how the linearization of the rendering process can be performed with respect to the camera parameters, and hence how the external camera parameters can be estimated by minimizing the error between the observed and synthesized images. We assume the usual pinhole camera model [10].

To estimate the camera parameters as described above requires that a surface model is already available. For the initial set of images of a new region, no surface model is available. In principle one could optimize simultaneously over both the surface parameters and the camera parameters. In practice, because the camera parameters are correlated with all the surface parameters, the sparseness of the set of equations is destroyed, and the joint solution becomes computationally infeasible. Instead, for the initial set of images we use the standard approach of feature matching, and minimize the sum squared error of the distance on the image plane of the observed feature and the projection of the estimated feature in 3D.

A surface can be inferred using the camera parameters estimated using feature matching. New images can then be calibrated relative to this surface estimate, and used in the recursive update procedure described in [1].

2 Calibration by Minimizing the Whole Image Error

Consider a surface where the geometry is modeled by a triangular mesh, and an albedo value is associated with each vertex of the mesh. A simulated camera produces an image \( \hat{I} \) of the mesh. The camera is modeled as a simple pinhole camera, and its location and orientation is determined by six parameters, its location in space \((x_c, y_c, z_c)\), the intersection of the camera axis with the \( x - y \) plane, \((x_0, y_0)\), and the rotation of the camera about the camera axis, \( \phi \). The last three of these parameters can be replaced by the three camera orientation angles, and we will use both representations in different places, depending on which is more convenient. These parameters are collected into a vector \( \Theta \).

For a given surface, given lighting parameters, and known internal camera parameters, the image rendered by the synthetic camera is a function of \( \Theta \), ie \( \hat{I} = \hat{I}(\Theta) \). Making the usual assumption of independent Gaussian errors, and assuming a uniform prior on \( \Theta \), reduces the maximum likelihood estimation problem to a least-squares problem.
\[
\hat{\Theta} = \min_\Theta \sum_p (I_p - \hat{I}_p(\Theta))^2
\]

where \( \hat{\Theta} \) is the maximum-likelihood estimate of the camera parameters. Because \( \hat{I}(\Theta) \) is in general a nonlinear function of \( \Theta \), to make this estimation practical we linearize \( \hat{I}(\Theta) \) about the current estimate \( \Theta_0 \)

\[
\hat{I}(\Theta) = \hat{I}(\Theta_0) + \mathbf{D} \mathbf{x}; \quad \mathbf{D} = \frac{\partial \hat{I}_p}{\partial \Theta_i}
\]

where \( \mathbf{D} \) is the matrix of derivatives evaluated at \( \Theta_0 \), and \( \mathbf{x} = \Theta - \Theta_0 \). This reduces the least-squares problem in equation 1 to the minimization of a quadratic form, \( F_2(\mathbf{x}) \),

\[
F_2(\mathbf{x}) = \frac{1}{2} \mathbf{x} \mathbf{D} \mathbf{D}^T \mathbf{x} - \mathbf{b} \mathbf{x}
\]

\[
\mathbf{b} = (I - \hat{I}(\Theta_0)) \mathbf{D}
\]

which can be solved using conjugate gradient or similar approaches. In the following section we will describe how an object space renderer can also be made to compute \( \mathbf{D} \), the derivatives of the pixel values with respect to the camera parameters.

### 2.1 Forming the Image

As discussed in [1], to enable a renderer to also compute derivatives it is necessary that all computations are done in object space. This implies that the light from
a surface triangle, as it is projected into a pixel, contributes to the brightness of that pixel with a weight proportional to the fraction of the area of the triangle which projects into that pixel. The total brightness of the pixel is thus the sum of the contributions from all the triangles whose projection overlaps with the pixel

\[ \hat{I}_p = \sum_{\Delta} f^p_{\Delta} \Phi_{\Delta} \]  

(5)

where \( f^p_{\Delta} \) is the fraction of the flux that falls into pixel \( p \), and \( \Phi_{\Delta} \) is the total flux from the triangle. This is given by

\[ \Phi_{\Delta} = \rho E(\alpha^s) \cos \alpha^v \cos \kappa \theta \Delta \Omega, \]

\[ E(\alpha^s) = A(\mathcal{I}^s \cos \alpha^s + \mathcal{I}^a). \]

\[ \Delta \Omega = S/d^2. \]  

(6)

Here \( \rho \) is an average albedo of the triangular facet. Orientation angles \( \alpha^s \) and \( \alpha^v \) are defined in figure 1. \( E(\alpha^s) \) is the total radiation flux incident on the triangular facet with area \( A \). This flux is modeled as a sum of two terms. The first term corresponds to direct radiation with intensity \( \mathcal{I}^s \) from the light source at infinity (commonly the sun). The second term corresponds to ambient light with intensity \( \mathcal{I}^a \). The parameter \( \theta \) in equation (6) is the angle between the camera axis and the viewing direction (the vector from the surface to the camera); \( \kappa \) is the lens falloff factor. \( \Delta \Omega \) in (6) is the solid angle subtended by the camera which is determined by the area of the lens \( S \) and the distance \( d \) from the centroid of the triangular facet to the camera. If shadows are present on the surface the situation is somewhat more complex. In this paper we assume that there are no shadows or occlusions present.

2.2 Computing Image Derivatives with Respect to Camera Parameters

Taking derivatives of the pixel intensities in equation 5 gives

\[ \frac{\partial \hat{I}_p}{\partial \theta_i} = \sum_{\Delta} \left( f^p_{\Delta} \frac{\partial \Phi_{\Delta}}{\partial \theta_i} + \Phi_{\Delta} \frac{\partial f^p_{\Delta}}{\partial \theta_i} \right) \]  

(7)

Consider first \( \partial \Phi_{\Delta} / \partial \theta_i \). We neglect the derivatives with respect to the fall-off angle, as their contribution will be small, and so it is clear from equation 6 that the derivative with respect to any of the camera orientation angles is zero.

The derivative with respect to the camera position parameters is given by

\[ \frac{\partial \Phi_{\Delta}}{\partial \theta_i} \propto \frac{\partial}{\partial \theta_i} \cos \alpha^v \]

\[ = \frac{\hat{n}}{v} (\hat{z}_i - \hat{z}_i (\hat{z}_v, \hat{z}_i)) \]  

(8)
Fig. 2. The intersection of the projection of a triangular surface element \((i_0, i_1, i_2)\) onto the pixel plane with the pixel boundaries. Bold lines corresponds to the edges of the polygon resulting from the intersection. Dashed lines correspond to the new positions of the triangle edges when point \(\mathbf{P}_{i_0}\) is displaced by \(\delta \mathbf{P}\)

where \(\mathbf{v}\) is the vector from the triangle to the camera, \(\mathbf{v} = |\mathbf{v}|\), \(\Theta_i\) are the three components of the camera position, \(\hat{z}_i\) are unit vectors in the three coordinate directions and \(\hat{z}_v = \mathbf{v}/|\mathbf{v}|\) (see figure 1).

Now consider \(\partial f^p_\Delta / \partial \Theta_i\). For triangles that fall completely within a pixel, the second term in equation 7 is zero, as the derivative of the area fraction is zero. For triangles that intersect the pixel boundary, this derivative must be computed. When the camera parameters change, the positions of the projections of the mesh vertices into the image plane will also move. The derivative of the fractional area is given by

\[
\frac{\partial f^p_\Delta}{\partial \Theta_i} = \frac{1}{A_\Delta} \sum_{j=i_0,i_1,i_2} \left( \frac{\partial A_{\text{polygon}}}{\partial \mathbf{P}_j} - f^p_\Delta \frac{\partial A_\Delta}{\partial \mathbf{P}_j} \right) \frac{\partial \mathbf{P}_j}{\partial \Theta_i}.
\]

(9)

where \(\mathbf{P}_j\) is the projection of point \(\mathbf{P}_j\) onto the image plane, and \(A_\Delta\) is the area of the projection of the triangle. The point displacement derivatives will be detailed below.

Thus, the task of computing the derivative of the area fraction (9) is reduced to the computation of \(\partial A_\Delta / \partial \mathbf{P}_j\) and \(\partial A_{\text{polygon}} / \partial \mathbf{P}_j\). Note that the intersection of a triangle and a pixel for a rectangular pixel boundary can, in general, be a polygon with 3 to 7 edges with various possible forms. However the algorithm for computing the polygon area derivatives that we have developed is general, and does not depend on a particular polygon configuration. The main idea of the algorithm can be described as follows. Consider, as an example, the polygon shown in figure 2 which is a part of the projected surface triangle with indices \(i_0, i_1, i_2\). We are interested in the derivative of the polygon area with respect to
the point $\tilde{P}_{io}$ that connects two edges of the projected triangle, \((P_{i2}, P_{io})\) and \((P_{io}, P_{i1})\). These triangular edges contain segments \((I, J)\) and \((K, L)\) that are sides of the corresponding polygon. It can be seen from figure 2 that when the point $\tilde{P}_{io}$ is displaced by $\delta \tilde{P}_{io}$ the change in the polygon area is given by the sum of two terms

$$\delta A_{\text{polygon}} = \delta A_{I,J} + \delta A_{K,L}$$

These terms are equal to the areas spanned by the two corresponding segments taken with appropriate signs. Therefore the polygon area derivative with respect to the triangle vertex $\tilde{P}_{io}$ is represented as a sum of the two “segment area” derivatives for the 2 segments adjacent to a given vertex. The details of this computation will be given elsewhere.

We now consider the derivatives of the point positions.

### Derivatives of the Position of the Projection of a Point on the Image Plane.

The pinhole camera model gives

$$\dot{u}_l = \frac{[AR(P - t)]_l}{[R(P - t)]_3}$$ \hspace{1cm} (10)$$

where $R$ is the rotation matrix from world to camera coordinates, $t$ is the translation of between camera and world coordinates and $A$ is the matrix of camera internal parameters [13]. In the numerical experiments presented here we assume that the internal camera parameters are known, and further that the image plane axes are perpendicular, and that the principle point is at the origin. This reduces $A$ to a diagonal matrix with elements \((k_1, k_2, 1)\), where $k_1 = -f/l_x$, $k_2 = -f/l_y$. Where $f$ is the focal length of the lens and $l_x$ and $l_y$ are the dimensions of the pixels in the retinal plane.

The rotation matrix $R$ can be written in terms of the Rodrigues vector [10] $\varphi = (\varphi_1, \varphi_2, \varphi_3)$ which defines the axis of rotation, and $\theta = ||\varphi||$ is the magnitude of the rotation. (Clearly $\varphi$ can be written in terms of the camera position, the look-at point and the view-up vector.)
\[ R = I - \mathcal{H} \frac{\sin \theta}{\theta} + \mathcal{H}^2 \frac{(1 - \cos \theta)}{\theta^2} \]  
\[ \text{where} \]
\[ \mathcal{H} = \begin{pmatrix} 0 & -g_3 & g_2 \\ g_3 & 0 & -g_1 \\ -g_2 & g_1 & 0 \end{pmatrix}. \]

Let \( H = \mathcal{H}/\theta \) and \( r_i = r_i/\theta \) then

\[ \frac{\partial R}{\partial g_i} = -\mathcal{H}_i \frac{\sin \theta}{\theta} + (H \mathcal{H}_i + \mathcal{H}_i H) \frac{(1 - \cos \theta)}{\theta} - H \left( \cos \theta - \frac{\sin \theta}{\theta} \right) r_i \]

\[ + H^2 \left( \sin \theta - 2 \frac{1 - \cos \theta}{\theta^2} \right) r_i \]

where \( \mathcal{H}_i = \partial \mathcal{H}/\partial g_i \). Then

\[ \frac{\partial \hat{u}_i}{\partial g_i} = \left( \frac{[A \partial R(P - t)]_i}{[R(P - t)]_3} - \frac{[A R(P - t)]_i [\partial R(P - t)]_3}{([R(P - t)]_3)^2} \right) \]

The derivatives with respect to the position parameters are

\[ \frac{\partial \hat{u}_i}{\partial t_j} = \frac{[A R(P - t)]_i [R(P - t)]_{3,j}}{([R(P - t)]_3)^2} - \frac{[A R]_{i,j}}{[R(P - t)]_3} \]

In practice, optimization using the camera orientation angles directly is inadvisable, as a small change in the angle can move the surface a long distance in the image, and because the minimization in equation 1 is based on a sum over all pixels in the image, this can make for rapid changes in the cost, and failure to converge. Instead we use the “look-at” point \((x_0, y_0)\) which is in the natural length units of the problem. The conversion of the derivatives from angles to look-at is an application of the chain rule, and is not detailed here.

We now consider the second problem, calibration using features detected in the images.

3 Calibration by Minimizing Feature Matching Error

It is well known that camera calibration can be performed using corresponding features in two or more images \([4]\). This estimation procedure also returns the 3D positions of the corresponding image features. So the parameter space is augmented from \( \Theta^f \) (where \( f \) indexes the frame, or camera parameter set) with \( P_n \), the positions of the 3D points.

If it is assumed that the error between \( u_i^f \), the feature located in image \( f \) corresponding to 3D point \( P_n \), and \( \hat{u}_i^f \), the projection of \( P_n \) into image \( f \) using camera parameters \( \Theta^f \), is normally distributed, then the negative log-likelihood for estimating \( \Theta \) and \( P \) is
\[ L(\Theta, \mathbf{P}) = \sum_{f=1}^{K} \sum_{n \in \Omega_f} \sum_{l=1}^{2} (u_{i,n}^f - \hat{u}_{i,n}^f)^2 \]  

\[ \mathbf{P} = \{ \mathbf{P}_n; n = 1 \ldots N \} \]  

\[ \Theta = \{ \Theta_i^f; i = 1 \ldots 6; \ f = 1 \ldots K \} \]

where \( \Omega_f \) is the set of features that are detected in image \( f \). Note that the features detected in a given image may well be a subset of all the \( \mathbf{P}_n \)'s. \( l \) indexes the components of \( \mathbf{u} \). This form of the likelihood assumes that there is no error in the location of the features in the images.

Typically the non-linear likelihood in equation 18 is minimized using a standard non-linear minimization routine, for example the Levenberg-Marquardt algorithm [11]. The dimensionality of the parameter space in equation 18 is large, equal to \( 6 \times ( \text{the number of images} - 1) + 3 \times \text{the number of 3D points} - 1 \), where the parameters of the reference camera are not included, and the overall spatial scale is arbitrary. In general there will be many points, because of this large dimensionality it is important to use exact derivatives, to avoid slow convergence and reduce the need for good initialization. In section 3.2 below we derive the analytic derivatives of the likelihood function, enabling this robust convergence.
The other practical problem in using feature-based camera calibration is the detection and matching of image features.

3.1 Robust Feature Matching

The maximum likelihood solution to the camera parameter estimation problem is known to be extremely sensitive both to mismatches in the feature correspondences, and to even small errors in the localization of the detected features. To reliably estimate the camera parameters we need reliably located features, reliably matched. More accurate estimation results from using a smaller set of well localized and well matched features, than a much larger set that includes even a single outlier. Extreme conservatism in both feature detection and matching is needed.

The feature detector most commonly used is the Harris corner detector [2]. This feature detector was developed in the context of images of man-made environments, which contain many strong corners. Remote sensed images of natural scenes of the type we are concerned with (see figure 4) contain some, but much fewer, strong corner features. If the “feature strength” given by the Harris detector is plotted for the features detected on the images in figure 4, it can be seen to fall off rapidly – see figure 5. For this type of image, it is therefore necessary to use only a small number of features, where the associated feature strength is high enough to ensure accurate feature localization. This is a limiting factor in the use of feature based calibration for this type of images, and a motivation for developing the whole image approach described above. Feature detectors more suited to natural scenes are clearly needed, but there will always be particularly mute environments where feature based methods will fail.

Because of the extreme sensitivity to mismatches, it is necessary to ensure that the features found are matched reliably. This is a classic chicken-and-egg problem: to determine reliable matches it is necessary to correctly estimate the camera parameters, and to correctly estimate the camera parameters requires
reliable matches. For this reason, feature matching has spawned a number of methods based on robust estimation (and one approach which attempts to do away with explicit feature matching altogether [12]).

The RANSAC algorithm [3] finds the largest set of points consistent with a solution based on a minimal set, repeatedly generating trial minimal sets until the consensus set is large enough. Zhang [4] also bases his algorithm on estimation using minimal sets, but uses LMedS (Least Median Squares) to select the optimal minimal set. The estimate of the fundamental matrix [10] generated using that minimal set is used to reject outliers. Zhang also applies a relaxation scheme to disambiguate potential matches. This is a formalization of the heuristic that features nearby in one image are likely be close together in another image, and in the same relative orientation. In our work we use a modification of Zhang’s algorithm described below. Torr and co-workers have developed MLESAC [7] and IMP-SAC [6] as improvements on RANSAC. IMP-SAC uses a multiresolution framework, and propagates the probability density of the camera parameters between levels using importance sampling. This achieves excellent results, but was considered excessive for our application, where prior knowledge of the types of camera motion between frames is known.

Our algorithm proceeds as follows:

1. Use the Harris corner detector to identify features, rejecting those which have feature strength too low to be considered reliable.
2. Generate potential matches using the normalized correlation score between windows centered at each feature point. Use a high threshold (we use \( t = 0.9 \)) to limit the number of incorrect matches.
3. Use LMedS to obtain a robust estimate of the fundamental matrix:
   - Generate an 8 point subsample from the set of potential matches, where the 8 points are selected to be widely dispersed in the image (see [4]).
   - Estimate the fundamental matrix. Zhang uses a nonlinear optimization based approach. We have found that the simple eight point algorithm [9] is suitable, because our features are in image plane coordinates, which correspond closely to the normalization suggested in [8].
   - Compute the residuals, \( u^T F u \) for all the potential matches, and store the median residual value.
   - Repeat for a new subsample. The number of subsamples required to ensure with a sufficiently high probability that a subset with no outliers has been generated depends on the number of features and the estimated probability that each potential match is an outlier.
   - Identify \( F_{\text{min}} \) as the fundamental matrix which resulted in the lowest median residual value.
4. Use \( F_{\text{min}} \) to reject outliers by eliminating matches which have residuals greater than a threshold value. (We used \( t_{\text{min}} = 1.0 \) pixels.)
5. Use the following heuristic to eliminate any remaining outliers: because the images are remote sensed images, the variations in heights on the surface are small in comparison to the distance to the camera. So points on the
surface that are close together should move similar amounts, and in similar directions\(^1\). The heuristic is

- Consider all features within a radius \( r = 0.2 \) of the image size from the current feature. The match found for that feature is accepted if both of the following conditions hold:
  (a) The length of the vector between the features is less than a threshold times the length of the largest vector between features in the neighbourhood.
  (b) The average distance between neighbouring features in one image is less than a threshold times the average distance between the same features in the second image.

In both cases the threshold used was 1.3.

Features are matches between all pairs of images in the set, and are used in the likelihood minimization (18) to estimate the camera parameters. Note that not all features will be detected in all the images in a set, so the likelihood will only contain terms for the features actually found in that image.

### 3.2 Computing Derivatives of the Feature Positions

To effectively minimize \( L(\Theta, P) \) in equation 18 we need to compute its derivatives, which reduces to computing \( \frac{\partial \hat{u}_{i,n}}{\partial \theta_i} \) and \( \frac{\partial \hat{u}_{i,n}}{\partial P_n} \). In what follows we will concentrate on one frame and drop the \( f \) index.

We have already shown in equation 14 the expression for the derivative of the point position with respect to the rotation angles and camera position, which together make up \( \frac{\partial \hat{u}_{i,n}}{\partial \theta_i} \). It remains only to give the expression for the derivative with respect to the 3D feature point. This is the same as the derivative with respect to the camera position, see equation 15, but with the sign reversed, giving

\[
\frac{\partial \hat{u}_{i,n}}{\partial P_{n,j}} = -\frac{[AR(P_n - t)_1[R]_{3,j}]}{(|R(P_n - t)|_3)^2} + \frac{[AR]_{1,j}}{|R(P_n - t)|_3}
\]

(19)

Where the subscript \( n \) indexes the features.

### 4 Results and Conclusions

Figure 4 shows four synthetic images of Death Valley. The images were generated by rendering a surface model from four different viewpoints and with different lighting parameters. The surface model was generated by using the USGS Digital Elevation Model of the area for the heights, and using scaled intensities of a LANDSAT image as surrogate albedos. The size of the surface was approximately

\(^1\) This is not true if the camera moves towards the surface, but even then, if the movement towards the surface is not excessive, this heuristic still approximately holds.
350 \times 350 \text{ points}, and the distance between grid points was taken as 1 unit. The images look extremely realistic.

Table 1 shows the results of estimating the camera parameters using features detected in the images. These estimates are good, but far from exact. Considering the images in figure 4, it is clear that there are few strong corner features. Figure 6 shows the set of strong features detected in image 0 (the top left image in figure 4). Two things are apparent. Firstly, the features are all due to rapid changes in albedo. Secondly, with two exceptions, the features are clustered. This clustering reduces the accuracy of the estimation. That the features are mostly albedo features confirms that feature based approaches are not applicable to many of the types of image we are interested in.

Table 1 also shows the results for calibration using matching to a pre-existing 3D surface model. The estimation was initialized at the results of the point-matching estimation. The minimization of \((I - \hat{I}(\Theta))^2\) was performed iteratively, re-rendering to compute a new \(\hat{I}\) at the value of \(\Theta\) at the convergence of the previous minimization. As expected, the estimates are very significantly better than the results from point matching, and are very accurate. However, these results are predicated on the existence of a surface model.

These results suggest an approach to camera calibration that is the subject of our current, ongoing, research. Point matching can be used to estimate initial camera parameters, and a very sparse surface representation. A dense surface (shape and albedo) can then be inferred using these camera parameters (see [1]). The whole-image matching approach can be used to re-estimate the camera parameters, and a new surface estimate can be made using the new camera parameter estimates. This process can be iterated. The convergence of this iterative procedure is currently being studied.
Table 1. Results for camera parameter inference. Image 0 was the reference image with parameters camera – (−300, 1416, 4000), look at – (205, 1416, 0) and view up – (0, 1, 0)

<table>
<thead>
<tr>
<th></th>
<th>true</th>
<th>point-match estimate</th>
<th>whole-image estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>image 1</td>
<td>camera (700, 1416, 4000)</td>
<td>(610, 1410, 4030)</td>
<td>(685, 1409, 4001)</td>
</tr>
<tr>
<td></td>
<td>look at (205, 1416, 0)</td>
<td>205, 1420, 0)</td>
<td>(205, 1416, 0)</td>
</tr>
<tr>
<td></td>
<td>view up (0, 1, 0)</td>
<td>(−0.005, 1, 0, 0.002)</td>
<td>(0, 1, 0, 0.002)</td>
</tr>
<tr>
<td>image 2</td>
<td>camera (200, 900, 4000)</td>
<td>(200, 968, 4050)</td>
<td>(203, 894, 3996)</td>
</tr>
<tr>
<td></td>
<td>look at (205, 1416, 0)</td>
<td>(206, 1410, 0)</td>
<td>(205, 1416, 0)</td>
</tr>
<tr>
<td></td>
<td>view up (0, 1, 0)</td>
<td>(−0.015, 0.994, 0.11)</td>
<td>(0.993, 0.129)</td>
</tr>
<tr>
<td>image 3</td>
<td>camera (200, 1900, 4000)</td>
<td>(176, 1780, 4030)</td>
<td>(196, 1881, 4001)</td>
</tr>
<tr>
<td></td>
<td>look at (205, 1416, 0)</td>
<td>(206, 1420, 0)</td>
<td>(205, 1416, 0)</td>
</tr>
<tr>
<td></td>
<td>view up (0, 1, 0)</td>
<td>(−0.007, 0.996, −0.090)</td>
<td>(0.993, −0.116)</td>
</tr>
</tbody>
</table>
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\textbf{Abstract.} To segregate overlapping objects into depth layers requires the integration of local occlusion cues distributed over the entire image into a global percept. We propose to model this process using hierarchical Markov random field (HMRF), and suggest a broader view that clique potentials in MRF models can be used to encode any local decision rules. A topology-dependent multiscale hierarchy is used to introduce long range interaction. The operations within each level are identical across the hierarchy. The clique parameters that encode the relative importance of these decision rules are estimated using an optimization technique called learning from rehearsals based on 2-object training samples. We find that this model generalizes successfully to 5-object test images, and that depth segmentation can be completed within two traversals across the hierarchy. This computational framework therefore provides an interesting platform for us to investigate the interaction of local decision rules and global representations, as well as to reason about the rationales underlying some of recent psychological and neurophysiological findings related to figure-ground segregation.

\section{Introduction}

Figure-ground organization is a central problem in perception and cognition. It consists of two major processes: (1) depth segmentation - the segmentation and ordering of surfaces in depth and assignment of \textit{border ownerships} to relatively more proximal objects in a scene [15,26,27]; (2) figural selection - the extraction and selection of a figure among a number of ‘distractors’ in the scene. Evidence of both of these processes have been found in the early visual cortex [17,19,20,36].

In computer vision, figure-ground segregation is closely related to image segmentation and has been studied from both contour processing and region processing perspectives. Contour approaches perform contour completion based on good curve continuation [11,12,24,32,33], whereas region approaches perform image partitioning based on surface properties [28,30,37,39].

Here, we focus on the issue of global depth segregation based on sparse occlusion cues arisen from closed boundaries. The importance of local occlusion
cues in determining global depth perception can be appreciated in our remarkable ability in inferring relative depths among objects in cartoon drawings (Fig. 1a). These sparse occlusion cues provide important constraints for the emergent global perception of figure and ground. The formation of global percepts from such local cues and the computation of layer organizations have been modeled as an optimization process with a surface diffusion mechanism [8,9,22].

In this paper, we extend these earlier works [8,9,22] by embedding explicit decision rules for contour continuation and surface depth propagation in local units of a Hierarchical Markov random field model. The multiscale hierarchy is sensitive to the topology of image structures and is used to facilitate rapid long range propagation of local cues. We also develop a parameter learning method using linear programming to estimate the parameters that encode the relative importance of those decision rules. Results show that parameters learned on a few two-object training samples can generalize successfully to multiple-object images.

The rest of the paper is organized as follows. Section 2 describes the problem and expands our method in detail. Section 3 shows our results on a new test image. Section 4 concludes the paper with a discussion.

2 Methods

2.1 Problem Formulation

For simplicity, we take an edge map (Fig. 1b) with complete and closed contours of rectangular shapes as input to our system. These shapes can overlap and occlude one another. The occluded part of an object is not visible. The system is to produce two complementary maps as output (Fig. 1f): a pixel depth map (Fig. 1d) where a higher depth value is assigned to pixel depth units of a more proximal surface and a lower value to pixel units of a more distant surface; and an edge depth map in which the edge depth units at the border of a more proximal surface assume a higher value. The edge depth units assume the same depth value as the pixel depth units of the surface to which they belong (Fig. 1e). These two representations are sufficient to specify the depth ordering sequence of objects in the scene.

In general, it is not possible to recover the exact depth ordering or overlap sequence in the scene since the solution is not unique. For example, there can be multiple choices when objects do not occlude each other directly (object 1 and 2 in Fig. 1b) and when we cannot tell which object is occluding which (object 3 and 4 in Fig. 1b). If we represent visible pairwise object occlusion relationships in a directed graph (Fig. 1c), these two cases correspond to the existence of unconnected siblings of the same parent. Instead of recovering the overlap sequence, we can sort object depths into layers, ordered by occlusion. This problem is called the 2.1D sketch in [28]. If there is a directed cycle in the graph, then the depth cannot be segregated into layers. We define the depth assignment solution to be the set of smallest depth labels that satisfy all the
visible occlusion relationships. For example, object 4 in Fig. 1c is on layer 1 rather than layer 2.

2.2 MRF Model

Segregating depth into layers is a global process which requires the information to be integrated over the entire image. A change of configuration in a small area can influence the depth labeling at a distance. On the other hand, there exist critical local cues such as T and L junctions which give rise to 3D percepts. If each of these cues can be clearly classified and labeled, and there is an unique association between these cues and 3D depth, depth labeling can be solved by logical inference, for example, using the occlusion graph in Fig. 1c. However, there is always uncertainty in identifying local cues in real images and there is no universal rule of association between a low level cue and a high level percept. The ambiguity in this association is reduced with an increase in the range of integration. For example, two L-junctions can be configured to form a T-junction which is not related to occlusion. The meaning of this T-junction can be disambiguated by gathering information from the origins of the arms and stem of the T-junction.

Long range influence can be mediated by local computation using MRF [10,21]. An MRF is defined over a graph $\mathcal{G}$, which is determined by its site set $\mathcal{S}$ and neighborhood system $\eta$. $\mathcal{S} = Z_m \cup Z'_m$, where $Z_m$ is an $m \times m$ pixel lattice and $Z'_m$ is its dual lattice consisting of an $m \times (m-1)$ and an $(m-1) \times m$ interleaved grids for line sites [10]. The coupled neighborhood of a site includes both its peer sites and dual sites, as illustrated in Fig. 2. 

Given an edge map, $g : Z'_m \rightarrow \{0, 1\}^{2m(m-1)}$, with 1 and 0 indicating the presence and absence of an edge respectively, we would like to find a depth map.
on both pixel and line sites, \( h : Z_m \cup Z'_m \rightarrow \{0, \infty\}^m \cup \{1, \infty\}^{2(m-1)} \), with the depth layer numbered from 0 (for background). To model the depth segregation by MRF, we need to specify clique potentials \( V_c(\omega) \), \( \omega \) being a particular configuration of an MRF, and \( c \) being a clique defined as a subset of sites, which consists of either a single site or more sites where any two of them are neighbors. The probability \( P(\omega) \) can be written as

\[
P(\omega) = \frac{e^{-U(\omega)}}{Z}, \quad Z = \sum_{\omega \in \Omega} e^{-U(\omega)}, \quad U(\omega) = \sum_{c \in C} V_c(\omega),
\]

where \( Z \) is called the partition function and \( U(\omega) \) the energy function.

MRF’s have been widely used in texture modeling [5], as well as in image segmentation [10,13]. In texture modeling, the clique potentials are used to model the probability of co-occurrence of subsets of pixels [5] or capture marginal probability distributions in terms of filter responses [38]. In image segmentation, it is closely related to the energy functional approaches [4,10,25] and the clique potentials are used to encode smoothness priors [10]. In our formulation below, we generalize the idea of multi-level logistic models, and suggest a broader view that clique potentials can be more general so that they can encode arbitrary local decision rules.

### 2.3 Encoding Local Decision Rules

To model depth segregation process in MRF, we seek to make correct depth labeling correspond to the most probable configurations or equivalently configurations of the minimum energy.

Let \( \chi \) and \( \gamma \) denote two indicator functions, which map from \( \{\text{True, False}\} \) to \( \{1, 0\} \) and \( \{-1, 1\} \) respectively. \( \gamma(\cdot) = 1 - 2\chi(\cdot) \). Let \( \zeta \) denote the sign function, which takes on \(-1, 0, 1\) for negative, zero and positive numbers respectively. The line site \( a \) between pixel \( i \) and \( j \) is denoted by \( a = i \circ j \) and conversely, the set of pixels associated with the line is denoted by \( a^\circ = (i, j) \), with \( i \) and \( j \) ordered from left to right or from top to bottom. In particular, \((i, j) \circ (i, j + 1)\) and \((i, j) \circ (i + 1, j)\) are abbreviated as \((i, j) a\) and \((i a, j)\) respectively. Using these symbols and notations, we can define \( V_c(h|g) \) to encode our prior knowledge in terms of 10 local rules.
\[ V_c(h|g) = \sum_{a=(i,o) \in c} \beta_1 \cdot \gamma(h_i = h_j) \cdot \chi(g_a = 0) \]  
(rule 1)

\[ + \sum_{a=(i,o) \in c} \beta_2 \cdot \gamma(h_i \neq h_j) \cdot \chi(g_a = 1) \]  
(rule 2)

\[ + \sum_{a=(i,o) \in c} \beta_3 \cdot \gamma(h_a = \max(h_i, h_j)) \cdot \chi(g_a = 1) \]  
(rule 3)

\[ + \sum_{(a,b) = (i,o) \in c'} \beta_4 \cdot \gamma(h_a = h_b) \cdot \chi(g_a = g_b = 1) \]  
(rule 4)

\[ + \sum_{(a,b)=(i,o) \in c'} \beta_5 \cdot \gamma(\zeta(h_i - h_j) = \zeta(h_k - h_l)) \]  
(rule 5)

\[ \cdot \chi(h_i \neq h_j, h_k \neq h_l) \cdot \chi(g_a = g_b = 1) \]  
(rule 6)

\[ + \sum_{(a,b)=(i,o) \in c'} \beta_6 \cdot \gamma(h_a = h_b) \cdot \chi(g_a = g_b = 1) \]  
(rule 7)

\[ + \sum_{(a,b)=(i,o) \in c'} \beta_8 \cdot \left( \gamma(h_a > h_u) + \gamma(h_b > h_u) \right) \]  
(rule 8)

\[ \cdot \chi(\zeta(h_i - h_j) = 1 \cup \zeta(h_k - h_l) = 1) \cdot \chi(g_a = g_u = g_u = 1 \cap g_v = 0) \]  
(rule 9)

\[ + \sum_{(a,b)=(i,o) \in c'} \beta_9 \cdot \left( \gamma(h_i > h_j) + \gamma(h_k > h_l) \right) \]  
(rule 10)

\[ \cdot \chi(h_i - h_j = 1 \cup \zeta(h_k - h_l) = 1) \cdot \chi(g_a = g_u = g_u = 1 \cap g_v = 0) \]  

where \( c', c^c, c^t \) are the sets of cliques for aligned lines, corners and crosses:

\[ c' = \{(a, b): a = (i, o), b = (i, j + 1); a = (i, j), b = (i + 1, j) \}, \]  
\( c^c = \{(a, b): a = (i, o), b = (k, l), |i - k| \leq 1, |j - l| \leq 1, a, b \in c \}, \)  
\( c^t = \{(a, b, u, v): (a, b) \in c', (u, v) \in c', \{a, b\} \cap \{u, v\} = \emptyset, a^o \cup b^o = u^o \cup v^o \}. \)

The two indicator functions, \( \chi \) and \( \gamma \), enable us to embed the conjunction of if conditionals into the clique potentials. Let us decode rule 1 as an example. Consider the line site \( a \) between pixel \( i \) and \( j \). If the clause \( g_a = 0 \) is not true, i.e. there is an edge between the two pixels, then this first term is zero, no action will be taken; otherwise, if the clause \( h_i = h_j \) is also true, i.e. the pixel depth values at the two sites are equal, then the term produces a reward of \(-\beta_1\), lowering the energy. However, if it is not true, i.e. the depth values at the two pixel sites are different, then \( V_c(h|g) \) gets \( \beta_1 \) on this term as a punishment, increasing the energy. Here we require all \( \beta \)s to be positive. These 10 rules are summarized in Table 1 and they can be classified into 6 groups as follows.

**Group 1: Depth continuity within surface.** Rules 1 and 10 assert that surface depth units in adjacent locations should be continuous. Adjacency is defined on two kinds of neighborhood. Rule 1 is concerned with the first order neighborhood (up, down, left and right neighbors), and rule 10 is concerned with the second order neighborhood (diagonally adjacent pixels).

**Group 2: Depth discontinuity across edges.** Rule 2 asserts that when there is an edge between two adjacent locations, the surface depth units in those two locations must have different depth values.
Table 1. Encoding rules in clique potentials. Each of these $\beta$ terms encodes a logical rule, which in general reads like this: if current clique configuration does not satisfy condition $A$, it gets a score of 0; otherwise, if condition $A$ is satisfied, pattern $B$ is expected; if $B$ is also satisfied, then it gets a negative score $-C$; otherwise it gets a positive score $C$. $a$, $b$, $u$ and $v$ are labels for line sites while $i$, $j$, $k$, $l$ are labels for pixel sites in the cliques.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Condition $A$</th>
<th>Pattern $B$</th>
<th>Score $C$</th>
<th>#</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\circ \mid \circ \mid i \mid a \mid j$</td>
<td>$g_a = 0$</td>
<td>$h_i = h_j$</td>
<td>$\beta_1$</td>
<td>1</td>
<td>Depth continues in surface.</td>
</tr>
<tr>
<td></td>
<td>$g_a = 1$</td>
<td>$h_i \neq h_j$</td>
<td>$\beta_2$</td>
<td>2</td>
<td>Depth breaks at edges.</td>
</tr>
<tr>
<td></td>
<td>$g_a = 1$</td>
<td>$h_i \neq h_j$</td>
<td>$\beta_3$</td>
<td>3</td>
<td>Edges belong to surface in front.</td>
</tr>
<tr>
<td>$k \mid b \mid l \mid \circ \mid \circ \mid i \mid a \mid j$</td>
<td>$g_a = g_b = 1$</td>
<td>$h_a = h_b$</td>
<td>$\beta_4$</td>
<td>4</td>
<td>Depth continues along contour.</td>
</tr>
<tr>
<td></td>
<td>$h_i \neq h_j$</td>
<td>$\zeta(h_i - h_j)$</td>
<td>$\beta_5$</td>
<td>5</td>
<td>Depth polarity continues along contour.</td>
</tr>
<tr>
<td></td>
<td>$h_k \neq h_l$</td>
<td>$\zeta(h_k - h_l)$</td>
<td>$\beta_6$</td>
<td>6</td>
<td>Depth continues around corners.</td>
</tr>
<tr>
<td>$\circ \mid \circ \mid b \mid i \mid a \mid k$</td>
<td>$g_a = g_b = 1$</td>
<td>$h_a = h_b$</td>
<td>$\beta_7$</td>
<td>7</td>
<td>Depth polarity continues around corners.</td>
</tr>
<tr>
<td>$k \mid b \mid l \mid \circ \mid \circ \mid \circ \mid i \mid a \mid j$</td>
<td>$g_a = g_b = 1$</td>
<td>$h_a &gt; h_u$</td>
<td>$\beta_8$</td>
<td>8</td>
<td>Depth breaks on edges at T-junctions.</td>
</tr>
<tr>
<td></td>
<td>$g_u = 1, g_v = 0$</td>
<td>$h_u &gt; h_v$</td>
<td>$\beta_8$</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$g_u = 1, g_v = 0$</td>
<td>$h_i &gt; h_j$</td>
<td>$\beta_8$</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$g_u = 1, g_v = 0$</td>
<td>$h_k &gt; h_l$</td>
<td>$\beta_8$</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$g_u = 1, g_v = 0$</td>
<td>$h_i = h_l$</td>
<td>$\beta_{10}$</td>
<td>10</td>
<td>Depth continues in surface.</td>
</tr>
</tbody>
</table>

Group 3: Border-ownerships. Rule 3 specifies that an edge depth unit shares the same depth value as the surface that owns it.

Group 4: Depth continuity along contour. Rules 4 and 6 specify the edge depth value along contour or corners should be continuous.

Group 5: Depth polarity continuity along contour. Rules 5 and 7 specify the depth polarity of surface units across an edge unit should be continuous along contour and corners.

Group 6: Occlusion relationships at T-junctions. At those T-junctions, rule 8 and 9 specify that the arms of the T are in front of the T stem.

In this formulation, the clique potentials no longer simply specify local co-occurrence, smoothness constraints or filter response histograms as in other MRF models, but are generalized to encode a set of local decision rules. From neural modeling perspective, the units in the network are not neurons with linearly weighted inputs and sigmoidal activation functions, but are capable of performing complicated logical computations individually. Recent findings and models in cellular neurophysiology [1,18,23] suggest neurons are capable of computations more sophisticated than previously assumed.

The relative importance of the weights $\beta$s in the depth segregation can be estimated using a variety of methods. We will describe a particular supervised learning method we use in a later section.
2.4 Multiscale Hierarchy

The MRF model described above suffers from being myopic [14] in local computation and sluggish at propagating constraints between widely separated processing elements [31]. This problem can be overcome by embedding the MRF in a hierarchy using multigrid techniques.

We build an edge map pyramid by down-sampling with a factor of 2 (Fig. 3). Assuming \( m = 2^k + 1 \), we preserve spatial locations at the center and the boundary of the lattices throughout the levels of the hierarchy. Let \( \eta^l \) and \( Z^l_m \) denote the neighborhood and lattice at level \( l \). Let \( \hat{i} \) and \( \hat{j} \) address the correspondence between pixels at level \( l \) and \( l + 1 \), such that \( \hat{i} \in Z^l_m, \hat{j} \in Z^l_m \) and \( i \in Z^{l+1}_m \) point to the same spatial location on the sampling grid (Figure 3c). The edge map at a high level is determined by

\[
g_{ioj}^l = \zeta \left( (g_{iok}^{l-1} + g_{koj}^{l-1}) \cdot [h_i^{l-1} - h_k^{l-1} + \zeta(h_j^{l-1} - h_k^{l-1})] \right).
\]

![Fig. 3. Hierarchical edge maps and illustration of sampling. a. Edge map at some level \( l \), b. Edge map at a higher level \( l + 1 \). c. The hierarchy is built by downsampling pixels (filled circles) by a factor of two and inferring new lines (darker lines) between sampled pixels based on the depth and edge maps at a lower level.](image)

If an edge is considered to disconnect two neighboring pixels, the above operation preserves connectivity when there is only one edge separating two sampled pixels. However, when there are two edges in a local neighborhood, the depth polarity of the edges has to be considered (Fig. 4). When two nearby edges have the same polarity, they can be merged into one edge of the same polarity as in (Fig. 4a). When the two edges have opposite depth polarities as in (Fig. 4b), they would disappear at the next level of the hierarchy. In this way, relaxation at each resolution deals with topologically equivalent diffusion processes and thus the same procedure can be applied.

The intergrid transfer functions involve restriction \( \uparrow \) and extension \( \downarrow \):

\[
h^l = \uparrow (h^{l-1}, g^{l-1}), \quad h^l = \downarrow (h^l, g^l, h^{l+1}).
\]

During the restriction, smoothing is carried out on connected pixel sites. For line sites, the smoothing on aligned horizontal (vertical) edges is blocked by vertical(horizontal) edge neighbors:

\[
h_i^l = \max \left\{ h_k^{l-1} : g_{iok}^{l-1} = 0, k \in Z^{l-1}_m \cap \eta_i^{l-1} \right\}
\]
Fig. 4. The operation in the multiscale hierarchy takes edge depth polarity into consideration. a. Edges of overlapping shapes have the same depth polarity and are preserved at a coarser resolution. Edges of abutting shapes that have opposite depth polarities will disappear at a coarser resolution, as indicated by the disappearance of the two edges between the two shapes at the coarser scale. In this way, relaxation at each resolution deals with topologically equivalent diffusion processes and thus the same procedure can be applied. In both a and b, the pictures on the left and right indicate the images at a fine and coarse resolution respectively.

\[ h^{l}_{(i,j)} = \max \left\{ h^{l-1}_{(p,q)} : g^{l-1}_{(p,q);o(i,q)} = g^{l-1}_{(p,q+1);o(i,q+1)} = 0, p \in [i-1,i+1], q \in [j,j+1] \right\}. \]

\[ h^{l}_{(i,j)} \] can be defined in a similar fashion. Median filtering can also be used in the above. During the extension, the information is selectively transferred to a fine grid. The dual operation of smoothing is diffusion, which is subject to boundary blockage:

\[ h^{l}_{(i,j)} = h^{l+1}_{(i,j)}, \text{if } g^{l+1}_{(i,j)} = 1, g^{l}_{(i,j)} = 1, g^{l}_{(i,j+1)} = 0 \text{ or } h^{l}_{(i,j)} > h^{l}_{(i,j+2)} \]

\[ h^{l}_{(i,j+1)} = h^{l+1}_{(i,j)}, \text{if } g^{l+1}_{(i,j)} = 1, g^{l}_{(i,j)} = 1, g^{l}_{(i,j+1)} = 0 \text{ or } h^{l}_{(i,j)} < h^{l}_{(i,j+2)} \]

\[ h^{l}_{(i,j)} = \max \left\{ h^{l+1}_{k} : g^{l}_{iok} = 0, k \in Z^{l}_{m} \cap \eta^{l}_{i}, \hat{k} \in Z^{l+1}_{m} \right\} \]

\[ h^{l}_{(i,j)} = \max \left\{ h^{l+1}_{(p,j)} : g^{l}_{(p,j);o(i,j)} = g^{l}_{(p,j+1);o(i,j+1)} = 0, p \in [i-1,i+1] \right\}. \]

Finally, to complete our HMRF model, we provide site visitation and a multilevel interaction scheme. A complete sweep of all the sites includes four checkerboard update schemes on first pixel sites and then line sites. The separate visitation to pixel sites and line sites allows each of the two MRF’s to develop fully in itself so that the resultant configuration provides enough driving force for the other to change accordingly. The hierarchy is visited bottom-up through restriction and then top-down through extension. The MRF at each level carries out a relaxation process until its configuration converges. When the configuration at the lowest level does not change after visiting the entire hierarchy, that configuration is the final result.

In summary, multiscale not only helps to speed up computation, but also helps propagating sparse depth cues at boundary to the interior of the surface
by longer range interactions at higher levels of the hierarchy. In addition, at each level of the hierarchy, we repeat the same relaxation operation of local decision rules. This relies on the consistency of topology in the restriction and extension operations.

2.5 Parameter Estimation

The above HRMRF model has unknown parameter \( \beta = [\beta_1, \cdots, \beta_{10}]^T \). The major difficulty in estimating MRF parameters lies in the evaluation of the partition function. There are several approaches to deal with the problem [21]. One way is to avoid the partition function in the formula, such as pseudo-likelihood [3] and least squares (LS) fit [5]. Another way is to use some estimation techniques such as the coding method, mean field approximation [35] and Markov Chain Monte Carlo maximum likelihood [6]. The approach we take here is to derive a set of constraints on \( \beta \) using a method called learning from rehearsals and use linear programming to obtain the \( \beta \) that satisfy these constraints.

This perturbation-based method is most closely related to the LS fit approach [5]. Let \( U_k(\omega) \) denote the sum of clique potentials \( V_c(\omega) \) over all cliques containing site \( k \). Since \( V_c(\omega) \) is a linear function of \( \beta \), so is \( U_k(\omega) \). In general, it can be written as \( U_k(\omega) = x(\omega, k) \cdot \beta \), where \( x(\omega, k) \) can be obtained by evaluating clique potentials on the configuration \( \omega \) confined to the neighborhood of \( k \). In the LS approach, the probabilities of training samples are utilized to derive a set of equalities based on the formula below.

\[
\ln \left( \frac{P(\omega_k = i|\omega_{\eta_k})}{P(\omega_k = j|\omega_{\eta_k})} \right) = -[U_k(\omega) - U_k(\omega')] = -[x(\omega, k) - x(\omega', k)] \cdot \beta,
\]

where \( \omega_k = i, \omega'_k = j, \omega_{S \backslash \{k\}} = \omega'_{S \backslash \{k\}} \) are given. However, this is only applicable to the case where \( P(\omega_k = j|\omega_{\eta_k}) > 0 \). This condition may not be very restrictive in texture modeling, but it is in our model because when \( \omega_{\eta_k} \) is set, \( \omega_k \) is often determined as well. Another problem concerns numerical stability. When \( P(\omega_k = j|\omega_{\eta_k}) \) is small, the estimation is not accurate. To relax this condition, we derive inequality constraints on \( \beta \) instead:

\[
[x(\omega, k) - x(\omega', k)] \cdot \beta < 0, \text{ if } P(\omega_k = i|\omega_{\eta_k}) > P(\omega_k = j|\omega_{\eta_k}).
\]

We do not need to know the exact sizes of the two probabilities, but rather the relative order of the two quantities. In other words, for a given neighbourhood configuration \( \omega_{\eta_k} \), if we know label \( i \) is preferred to label \( j \) for site \( k \), we obtain a constraint which ensures that site \( k \) assuming value of \( i \) leads to a lower energy.

We obtain two sets of constraints on \( \beta \) in the form of above inequalities. We generate a set of images which have two randomly positioned rectangular shapes. Both the edge map \( g \) and the final depth map \( h \) are known for each training image. The first set of constraints come from the fact that given neighbors of a site assuming correct labels, this site prefers its own correct label. This will map the correct labeling into a local minimum in the configuration space. We
summarize all such constraints into $A \cdot \beta < 0$, where the rows of $A$ come from the perturbation on the teacher map $h$ at all sites:

$$[x(\omega, k) - x(\omega', k)] \cdot \beta < 0, \text{ for } P(\omega_k | \omega_{\eta_k}) > P(\omega'_k | \omega'_{\eta_k}),$$

where $\omega_k = h_k, \omega'_k = h_k \pm 1, \omega'_{S \setminus \{k\}} = \omega_{S \setminus \{k\}} = h_{S \setminus \{k\}}$. An example on an L-junction is given in Fig. 5. As can be seen in the example, the first set of constraints are usually satisfiable as the correct label is far better than any other choices according to the rules we encode in the energy function.

![Fig. 5.](image)

Fig. 5. Derive the first set of constraints from teacher depth maps. a. An L-junction at a pixel site’s neighborhood. The teacher depth map in this neighborhood is 0 for unfilled circles and 1 for all the line sites and filled circles. b. Two constraints obtained by perturbation on the depth value of the center pixel site. The first constraint comes from the difference in the energy functions for labeling 1 and 0 at the center pixel. The second constraint comes from the difference in the energy functions for labeling 1 and 2 at the center pixel, all its neighbors assuming correct labels. These two constraints on $\beta$ are trivial as any $\beta > 0$ is feasible.

The first set of constraints only guarantee local behaviors when the system is close to the optimal configuration. They may not be enough to drive an initial configuration toward that final optimal configuration. A second set of constraints are derived for this purpose. This is not easy because there are many possible different paths of evolution from one configuration into another, and we do not necessarily know the intermediate configurations that the system has to go through in order to arrive at the final state. We develop a method called learning from rehearsals to overcome this difficulty. Not knowing $\beta$ in advance or teacher depth maps at intermediate steps, we use the following principle to choose a preferred label during the learning process and to establish its validity by rehearsing. The principle is that a site’s depth value should be as close as possible to its final target value at that site subject to the dragging force from its current neighborhood configuration. That is, the derivation of the second set of constraints is based on finding the most effective intermediate states that will move the system from the initial state to the final state with a minimum number of steps. Once a preferred depth label is chosen, we can derive plausible constraints in a similar way as we did in Fig. 5. We build a constraint database during learning. Whenever a new constraint is to be added into the database, we check its own feasibility as well as its compatibility with those already in the database. We implement two simple checks on these two properties by testing if new constraint $\alpha \cdot \beta < 0$ leads to $\beta < 0$, or some other constraint requiring
\(-\alpha \cdot \beta < 0\) already exists in the database. If either of these conditions is true, the constraint is removed and accordingly the hypothesized teacher is abandoned and next candidate depth value, which is not so close to the target value as this one, is chosen. When new constraints can be checked into the database, the intermediate teacher is instantiated. We make the depth assignment at the site and continue the learning process as if all the conditions were satisfied. We call this process \textit{rehearsal} because we carry out the relaxation without knowing whether there is a feasible set of \(\beta\). We summarize the second set of constraints in \(\bar{A} \cdot \beta < 0\).

The system will rehearse and practice, like a baby learning to walk, trying to reach the final goal from an initial state, while generating constraints on its gaits at each step along the way. Having obtained these two sets of constraints on \(\beta\), we can proceed to find the set of \(\beta\) that satisfy most constraints by optimizing the following linear programming problem,

\[
LP: \text{minimize} \quad \xi \sum_i \delta_i + \sum_j \tilde{\delta}_j, \\
\text{subject to:} \quad A \cdot \beta - \delta \leq -1, \bar{A} \cdot \beta - \tilde{\delta} \leq -1, \delta \geq 0, \tilde{\delta} \geq 0, \beta \geq 1,
\]

where \(\xi \geq 1\) is a weighting factor between the two sets of constraints, here we simply set it to 1. Since not every constraint can be satisfied, we introduce slack variable \(\delta\) and \(\tilde{\delta}\) to turn them into soft constraints. Linear programming is used to find the set of \(\beta\) that minimizes the total amount of violation of the constraints.

Once LP yields a set of \(\beta\), we examine the constraints’ slack variables to see which constraint is most severely violated (the largest positive \(\delta\) or \(\tilde{\delta}\)). We find that a bad constraint is typically generated by making a hasty jump before the condition is mature, putting an unnecessarily harsh constraint on \(\beta\). We go back to the constraint database and remove this constraint and choose alternative teachers for all the patterns that give rise to this constraint. This prevents that constraint to be selected again in subsequent rehearsals. We remove enough bad constraints till a feasible \(\beta\) is found. We test its validity by relaxation using this \(\beta\) to see if it can actually drive the system from the initial state to the final state for each training example. The learning and checking processes are iterated until final configurations for all the training images are correct. The learning proceeds from simple to complex images, to gradually build up a set of reasonable constraints. Most time when a new image is learned, only a couple of iterations is sufficient to obtain a new \(\beta\) such that all \(\delta\) and \(\tilde{\delta}\) = 0.

3 Results

Learning on a small set of training images containing \textit{two objects} singles out a unique value for \(\beta\), where \(\beta = [18, 9, 97, 23.3, 3.2, 86.7, 3.35, 16.5, 42.5, 137, 20.8]\). With this set of parameters, the model produces reasonable results for a set of test images that the system has never been exposed to before.
Figure 6 shows how the system responds to a test image with five overlapping rectangles in the scene. The system generalizes very well in its response to this new input configuration. A sequence of 8 snap shots are taken at different time points during the evolution of the system. Snap shot 1 shows the system detecting T-junctions and starting propagating its initial result one level up the hierarchy. Snap shot 2 shows the information has propagated to the third level, and propagation of depth information within surface is now evident at the second level. Snap shots 3 and 4 show the information has propagated to the fourth and fifth levels respectively. Snap shot 5 shows the information starts to propagate down the hierarchy, introducing rapid filling-in of surface depth and depth segregation in snap shot 6. Snap shots 7 and 8 show the completion of surface/contour depth interpolation and segregation. All these are completed very rapidly in two iterations up and down the hierarchy.

4 Discussion

In this paper, we present a hierarchical MRF model to perform depth segmentation of region edge maps. The model is hierarchical rather than simply multiscale because its fine-to-coarse transform is topology-dependent. In this work, we propose a broader view that clique potentials in MRF can be used to encode any local logical decision rules. By introducing a set of rules that asserts continuity of depth assignment values along contour and within surfaces, and discontinuity of depth assignment values across contours, we demonstrate a system that automatically integrates sparse local relative depth cues arisen from T-junctions over long distance into a global ordering of relative depths. Interestingly, because the rules we set are encoding relative relationships between objects, the system trained on scenes containing two objects can actually generalize and perform correctly when a scene containing five objects is first encountered.

We also propose a new method called learning from rehearsals for estimating MRF parameters. In this method, we derive a set of constraints based on perturbation of target solutions and the rehearsals of relaxation processes, and then use linear programming to obtain feasible solutions. Conflicting constraints are removed and constraint derivation by rehearsals and parameter solving are repeated until there is a set of parameters that work correctly for every test image. We do not have a theoretical proof that the learning of this system will actually converge. We have restricted our domain of investigation to a world of simple shapes so that we can gain a better understanding of the system and associate constraints with their origins.

Another assumption we made is that the input edge maps are closed contours. There is no technical difficulty here in so far as there exist a number of algorithms such as active contours [16] and region competition algorithms [37,39] that can produce complete and closed contours. However, depth segregation and ordering can potentially help segmentation by feeding back additional constraints to organize the contour detection and completion process itself. Earlier work by Belhumeur [2] and recent work by Yu and Shi [34] are examples
Fig. 6. Dynamics of the HMRF’s response to a 5-object test image. The parameters are learned on a few 2-object images. Shown here are a number of snapshots taken at different time points during the depth segregation computation. The hierarchy is traversed twice till its complete convergence to the correct labeling.

of how depth cues and intensity cues can be integrated simultaneously into the segmentation process. These are potential directions for future research.

We think this HMRF model for depth segregation might provide a plausible computational framework for reasoning about and understanding the basic computational constraints and neural mechanisms underlying local and global integration and figure-ground segregation in the brain. This work provides us with several insights to some psychological and neurophysiological phenomena.

First, brightness has been observed to propagate in from the border in the psychophysical experiment by Paradiso and Nakayama [29]. Such phenomenon
has been postulated to be mediated by horizontal connections in V1, for example in Grossberg and Mingolla’s model [11]. Here, we show that a hierarchical framework can speed up the diffusion of depth assignment process considerably. In fact, traversing up and down the hierarchy twice is sufficient to complete the computation. This suggests that both the brightness perception and the depth segregation could be mediated by the feedback from V2 and V4, which are known to have receptive fields two and four times larger than those of V1 respectively.

Second, while Paradiso and Nakayama’s experiment suggests diffusion in the brightness domain, the similarity in dynamics between brightness diffusion and our depth assignment suggests depth segregation and assignment might be the underlying process that carries the brightness diffusion along. By the same reasoning, one would expect other surface cues such as color, texture and stereo disparity should also be accompanying, if not following, the depth assignment process. It will indeed be interesting to examine experimentally whether the propagation of surface cues follows the depth assignment process or occurs simultaneously. That Dobbins et al. [7] found a significant number of V1, V2 and V4 cells sensitive to distance even in monocular viewing conditions suggests that depth assignment might be intertwined with many early visual processes.

Finally, the hierarchy presented is not simply a multiscale network in that, when the information travels up, the topological relationships between different objects are taken into consideration in such a way that the same relaxation procedure can be applied at each level. For example, edges of overlapping shapes are kept (Fig. 4a), whereas the edges of two nearby shapes appearing side by side would disappear at a coarser resolution(Fig. 4b). This operation can be achieved by taking the sum of depth polarities during the down-sampling process. In order to accomplish this in the network, depth polarity of edges needs to be computed and represented explicitly. This might provide a computational rationale for the existence of the depth-polarity sensitive cells von der Heydt and his colleagues found in V1, V2 and V4 [36].
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Abstract. Within a human motion analysis system, body parts are modeled by simple virtual 3D rigid objects. Its position and orientation parameters at frame $t+1$ are estimated based on the parameters at frame $t$ and the image intensity variation from frame $t$ to $t+1$, under kinematic constraints. A genetic algorithm calculates the 3D parameters that make a goal function that measures the intensity change minimum. The goal function is robust, so that outliers located especially near the virtual object projection borders have less effect on the estimation. Since the object’s parameters are relative to the reference system, they are the same from different cameras, so more cameras are easily added, increasing the constraints over the same number of variables. Several successful experiments are presented for an arm motion and a leg motion from two and three cameras.
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1 Introduction

The literature of human motion analysis (e.g., [WADP97,HHD98,WP00]), has reported an important progress. However, the problem of tracking of a human person motion is still unsolved. We present in this paper work in progress, instead of completed research, on a combination and modification of different approaches used before, and some experimental evidence that our more general approach is promising.

Bregler and Malik [BM97] built a system able to track human motion with great precision, including very challenging footage like Muybridge’s photograph sequences. They defined a 3D virtual model of the subject and a goal function over body part position parameters that measures the changes in image intensities. Using the twist representation for rigid transformations and the flow constraint equation, they managed to make the goal function lineal in the parameter variables. They could therefore apply an iteration of linear optimization techniques and a warping routine to obtain a very reliable procedure for 3D position estimation. Our system is a modification of this one. The differences are the following: First, our goal function is robust, so that no EM procedure is needed afterwards; instead our optimization directly performs a robust parameter estimation. Second, we do not use the flow constraint equation but direct
difference of pixel intensity, thus fewer assumptions, such as small motion and constant intensity, are assumed and no warping procedure is needed; due to these two previous differences, we cannot apply a linear optimization technique as we will explain below. Third, our parameters are reference-based instead of camera-based, so additional cameras do not increase the number of variables to be estimated. And forth, we handle arbitrary rotations in the articulations, so that a fixed axis for each articulation does not have to be defined by the user, and arbitrary motion can be modeled. Our system is not a finished product and therefore its performance cannot be compared to Bregler and Malik’s, but we will try to convey why we think this project is promising.

The Cardboard People system [JBY96] performs robust estimation of motion parameters for 2D regions. Assuming the flow constraint equation and a model for the motion of each patch, motion parameters are robustly estimated using a non-linear optimization procedure. This system relies on a good estimation of the flow constraint equation coefficients. We can say that our system is roughly a 3D version of Cardboard People.

Wachter and Nagel [WN97] describe a system in which motion parameters are estimated using a Kalman filter. An optimization procedure finds the parameters that make up the difference between the predicted parameters and the ones that agree with the edges of the next frame minimum. Their results are very impressive. Our system would benefit from a stochastic prediction.

Hunter, Kelly and Jain [HKJ97] present a system for motion tracking in which each step enforces the kinematic constraints by projecting the estimated solution based on the observation processes. The system works well using only black silhouettes because the modified EM algorithm proposed is a robust formulation that makes the recovered motion less sensitive to constraint violations.

All these systems and ours as well assume that a virtual humanoid that matches the real subject in size and initial position can be defined by other means in practice, by user interaction. This is a research subject in itself, and will not be discussed any further.

2 Problem Formulation

Given the film \( I_t(x,y) \), we consider two consecutive frames at times \( t \) and \( t + 1 \).

The virtual model of a body part is an ellipsoid of appropriate dimensions. Virtual cameras of the real cameras are defined by a camera calibration routine. Assume that the 3D pose (position and orientation) of the ellipsoid at time \( t \) is known. The problem is to find the change in the 3D pose of the ellipsoid so that the motion coincides with the real image motion. Let \( \phi \) be the pose transformation of the ellipsoid from \( t \) to \( t + 1 \); \( \phi \) is defined by 6 real parameters that will be discussed in detail later.

Let \((x, y)\) be a pixel, and \((u_x(x, y, \phi), u_y(x, y, \phi))\), its displacement vector when a 3D point that is projected onto the camera pixel moves according to \( \phi \). The goal functional \( E' \) is the brightness change sum over the point projections before and after the pose transformation.
We consider the functional $E'$:

$$E'(\phi) = \sum_{(x, y) \in \mathcal{R}} \rho(I_t(x, y) - I_{t+1}(x + u_x(\phi), y + u_y(\phi))) = \sum_{(x, y) \in \mathcal{R}} \rho(\Delta I)$$ (1)

where $\phi \in \mathbb{R}^3$ are the 3-D motion parameters, $I_t(x, y)$ is the image brightness (intensity) function for the initial frame, $I_{t+1}(x, y)$ is the image brightness function for the final frame, $u_x(\phi), u_y(\phi)$ are the horizontal and vertical components of the flow image at the point $(x, y)$, which is the projection from $\mathbb{R}^3$ of the motion associated with the parameters $\phi$; $\mathcal{R}$ is the patch to consider, in this case, the projection of the virtual ellipsoid that models that tracked part and, finally,

$$\rho(t) = \frac{t^2}{\sigma^2 + t^2}$$

is the function that reduces the influence of some outlying measurements of the brightness difference and allows an estimation of the dominant parameters; there are other $\rho$-functions that can be considered as well to obtain a different robust estimation. In the rest of this paper, we will use the one above. See Figure 1 for a representation.

The term $E'(\phi)$ measures how well all pixels of frame $t$ match their corresponding ones in frame $t+1$, and its minimum is used to calculated the new pose of the ellipsoid. For the analysis from frame $t+1$ to $t+2$ this new pose is used, to calculate the pose at $t+2$. If for any reason (partial occlusion, not finding the optimum, etc.), the new pose at $t+1$ is not totally correct, the error will persist in the analysis of the rest of the sequence. In order to allow the system to recover from errors during some frames, we add another term that compares the intensity average of each new region with the original region in frame 0.

Assume that $I_0$ is the average at frame 0. We define the functional,

$$E''(\phi) = \sum_{(x, y) \in \mathcal{R}} \rho(I_0 - I_{t+1}(x + u_x(\phi), y + u_y(\phi))).$$ (2)

Notice that the each pixel is not compared with another single pixel, but that the average is used.
The objective is to minimize $E = E' + E''$ relative to $\phi$, for which a precise definition of $(u_x, u_y)$ and its gradient are needed.

3 Motion Projection

The object pose relative to the reference frame can be represented as a rigid body transformation in $\mathbb{R}^3$ using homogeneous coordinates:

$$q_r = G \cdot q_0 = \begin{pmatrix} r_{11} & r_{12} & r_{13} & d_x \\ r_{21} & r_{22} & r_{23} & d_y \\ r_{31} & r_{32} & r_{33} & d_z \\ 0 & 0 & 0 & 1 \end{pmatrix} : q_0,$$

where $q_0 = (x_0, y_0, z_0, 1)^T$ is a point in the object frame and $q_r = (x_r, y_r, z_r, 1)^T$ is the corresponding point in the reference frame. $q_c = (x_c, y_c, z_c, 1)^T$ is the corresponding point in the camera frame: $q_c = M_C \cdot q_c$, where $M_C$ is the transformation matrix associated with the camera frame. See Figure 2.

Using orthographic projection with scale $s$, the point $q_r$ in the reference frame gets projected onto the image point $(x_{im}, y_{im})^T = s \cdot (x_c, y_c)^T$. $s$ is equal to the focal distance divided by the distance of the ellipsoid center to the camera, which happens to be a good approximation for all the points on the ellipsoid.
It can be shown ([MLS94]) that for any arbitrary \( G \in SE(3) \), there exists a vector \( \xi = (v_1, v_2, v_3, w_x, w_y, w_z)^\top \), called the twist representation, with associated matrix

\[
\tilde{\xi} = \begin{pmatrix}
0 & -w_x & w_y & v_1 \\
w_z & 0 & -w_x & v_2 \\
-w_y & w_x & 0 & v_3 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]

such that \( G = e^{\tilde{\xi}} = \text{Id} + \tilde{\xi} + \frac{\tilde{\xi}^2}{2} + \frac{\tilde{\xi}^3}{6} + \cdots \).

We define the pose of an object as \( \xi = (v_1, v_2, v_3, w_x, w_y, w_z)^\top \). A point \( q_0 \) in the object frame is projected onto the image location \( (x_{im}, y_{im}) \) with:

\[
\begin{pmatrix}
x_{im} \\
y_{im}
\end{pmatrix} = \left( \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix} \cdot s \cdot M_C^{-1} \cdot e^{\tilde{\xi}} \cdot q_0. \right) \tag{3}
\]

The image motion of point \( (x_{im}, y_{im}) \) from time \( t \) to time \( t+1 \) is:

\[
\begin{pmatrix}
u_x \\
u_y
\end{pmatrix} = \begin{pmatrix} x_{im}(t+1) - x_{im}(t) \\
y_{im}(t+1) - y_{im}(t) \end{pmatrix}.
\]

By using (3) we can write the previous expression as:

\[
\begin{pmatrix}
u_x \\
u_y
\end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix} \cdot M_C^{-1} \left( (1 + s') \cdot e^{\tilde{\xi}' - \text{Id}} \right) \cdot s(t) \cdot q_r,
\]

with \( \tilde{\xi}' = (v'_1, v'_2, v'_3, w'_x, w'_y, w'_z)^\top \) such that \( e^{\tilde{\xi}(t+1)} = e^{\tilde{\xi}'(t+1)} \). We assume that the scale change due to the motion is negligible from frame to frame, since the objects are far from the camera. Therefore \( s' = 0 \).

Assuming that the motion is small, i.e., the ellipsoid center moves a few centimeters and the axis orientation changes a few degrees, we have \( ||\tilde{\xi}'|| \ll 1 \). We approximate the matrix \( e^{\tilde{\xi}'} \) by \( \text{Id} + \tilde{\xi}' \). Experimentally, we confirm that the approximation is very good.

We rewrite the previous expression as:

\[
\begin{pmatrix}
u_x \\
u_y
\end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix} \cdot M_C^{-1} \cdot \tilde{\xi}' \cdot s(t) \cdot M_C \cdot q_c. \tag{4}
\]

The value of \( \phi \) is \( (v'_1, v'_2, v'_3, w'_x, w'_y, w'_z)^\top \), which are the optimization variables of the problem.

Based on (4), for a pixel \( (x, y) \), we need only calculate \( q_c \) to describe the image motion in terms of the motion parameters \( \phi \). The 3D point \( q_c \) is calculated by intersecting with the ellipsoid a ray orthogonal to the camera image pixel. To do so, we associate with each pixel at \( t_0 \) the corresponding \( z_c \) of the closest point on the ellipsoid surface that is projected onto that pixel.

The parameters \( \phi \) are independent of the camera. Hence, when we add more cameras, no new variables are needed but more constraints are added.
4 Kinematic Chain

The parameterization of a single body part \( P_1 \) has been discussed in the previous section. Assume that a second body part \( P_2 \) is attached to the first one in a point and that \( E_{P_1}(\phi_1) + E_{P_2}(\phi_2) \) is the new functionals to be minimized that includes both parts. The optimization has to take into account the fact that the parts share a point when they move, by means of a kinematic constraint.

Let \( p_1 \) and \( p_2 \) be the coordinates of the shared point in the two object frames. Let \( \xi_1, \xi_1', \xi_2 \) and \( \xi_2' \) be the twist and its change for each part as in the previous section. In order to keep the parts attached, the following equality must be true:

\[
e^{\xi_1'} \cdot e^{\xi_1} \cdot p_1 = e^{\xi_2'} \cdot e^{\xi_2} \cdot p_2.
\]

If the point was shared at frame \( t \), it is true that

\[
e^{\xi_1} \cdot p_1 = e^{\xi_2} \cdot p_2 = p_r
\]

where \( p_r \) are the coordinates of the joint in the reference system. Hence, the constraint simplifies to

\[
e^{\xi_1'} \cdot p_r = e^{\xi_2'} \cdot p_r
\]

and using again the first order approximation of the exponential function, it leads to

\[
C(\phi_1, \phi_2) = \xi_1' \cdot p_r - \xi_2' \cdot p_r = 0.
\]

The linear equations \( C = 0 \) above can be used to express three variables in terms of the others, and reduce the number of variables in half. This approach may have the problem that constraints the relative motion to be perfect rotations which, in practice, are not. When \( n \) parts are used, the number of variables is \( 3n + 3 \); the last 3 comes from the fact that there is one part (the trunk) that does not depend on any other part, and uses 6 degrees of freedom. This is the approach taken, because the gains of reducing the number of variables are more important that its drawbacks.

5 Multiple Cameras

The use of several cameras reduces the motion ambiguity that comes from having only one camera. The motion parameter \( \phi \) for each part does not depend on a camera, so there is no need to introduce new variables. For each part \( P \) and camera \( c \), a term \( E_{P,c} \) is added to the functional to be minimized. Therefore, cameras can be easily added or dropped without changing the number of variables or the optimization procedure. For each camera, its associated matrix \( M \) must be supplied from calibration.

In fact, at least two cameras are needed if the virtual ellipsoids in the original frame have to be easily positioned by the user without taking real measurements in the recording setting. The user could point to the extreme points of the ellipsoids in two views and the system can easily get their 3D position.
6 The Use of Color

Color also reduces significantly the ambiguity during tracking specially in the absence of textured surfaces.

In the HSL representation, the Hue represents an angle and, therefore, it has a discontinuity between $2\pi$ and 0. Following [ROK00], we change coordinates and define:

$$h = S \cos H, \quad s = S \sin H, \quad l = L.$$  

The intensity value $I$ used in the previous sections can be one of the three color channels, that we represent as $I_h$, $I_s$ and $I_l$. It is well known [PK94] that for tracking purposes the $L$ component is less stable than the others on the same object due to illumination changes; therefore, we give double weight to the other components. In Equation 1, $\rho(\Delta I)$ is replaced for

$$0.4\rho(\Delta I_h) + 0.4\rho(\Delta I_s) + 0.2\rho(\Delta I_l).$$

A similar replacement is done in Equation 2.

When the input images are black and white, $H=S=0$ and the only channel useful is $L$. Thus our system handle both color and black and white cameras, and even a mixture of them.

7 Multi-scale Analysis

A multi-scale analysis, as in [WHA93], was implemented. Frame images, and virtual projections are zoomed out with a Gaussian filter. Motion estimation at a rough scale is used as an initial solution(seed) of the optimization procedure at a finer scale. In our approach, the use of a rougher scale has an efficiency advantage: Since images are smaller more iterations and more possibilities (offsprings) can be considered in the search procedure; in a finer scale, the solution should improve according to the improved image precision.

8 Optimization

To minimize the functional $E$, that includes a term for each part, camera and color channel, we use a genetic algorithm described in [Mic96] that works well on non-linear optimization problems. The representation used for the possible solutions is simply a vector of dimension equal to the number of variables (3 for each part). The fitting function is $E$.

The system starts with a number of initial values (seeds) for $\phi$, for each part, that include some values randomly calculated, and an initial value that is the solution of the previous frame (0 for the first frame) for the rougher scale, and the solution of the scale above for finer scales.

The population of values is replaced by 25%, and there are 10 offsprings for each of the above. The operators used are whole and simple arithmetical
crossover, uniform mutation, boundary mutation, non-uniform mutation, whole non-uniform mutation, heuristic crossover, Gaussian mutation and pool recombination. The experiments use between 500 and 1000 iterations. There is, of course, no guaranty that a global optimum is found.

9 Implementation

Using the camera calibration, the user sets the ellipsoid poses at time 0 so that its projections coincide with the three real body parts to be tracked in each view. This is done by calculating the best 3D coordinates for the image positions such as wrist, elbow, knee, etc. The shape parameters of each part are also set manually for the whole film.

The system then tracks each virtual part in 3D: First, the virtual projections are calculated at frame $t$; for each pixel in the image range, it calculates the 3D position of a point on the ellipsoid that is projected onto the pixel. Frame $t+1$ is then loaded. An iterative procedure begins that initializes $\phi_0 = 0$. At iteration $n$, the function is evaluated for certain value of $\phi$. The $(u_x, u_y)$ displacement is estimated using the pose change $\phi$ for each pixel $(x, y)$. The difference of image intensities between the pixel $(x + u_x, y + u_y)$ at frame $t + 1$ and the pixel $(x, y)$ at frame $t$ is accumulated for all pixels, and also the variation of the same pixel in $t + 1$ with respect to the average in $t = 0$ for the corresponding part. For the experiments, The value of $\phi$ that minimizes the functional within all the iterations is used to calculate the $t + 1$ pose. The procedure starts again for the next frame.

10 Experiments

Experiments were designed to test the system performance. There are several issues to check. First of all, the system should work on different films, with different body parts. Second, we would like to know the importance of color tracking. And third, some comparison is needed with respect to systems that do not use a robust function.

A Pentium II processor at 450 MHz. is used. The frames are $640 \times 480$ pixels, and the cameras are situated between three and five meters from the subject. The parameter $\sigma$ for the robust function is $0.5 \times MaxQ$, where $MaxQ$ is the number of quantization levels for a color channel, in our case $2^{16}$.

10.1 A Black and White Film

A subject is filmed by three Black and White cameras. Three ellipsoids are used to track the three parts of an arm. See Figure 3. Several levels of resolution were tried. The system works well using using the finest, first, level or the second. Since, the results on the second level are good enough and we can get them faster, we report only on them. Also, if both levels are used, the results are not significantly better than using only the second level.
Fig. 3. Arm tracking in Black and White.
The kinematic constraints used keep the articulations connected, and also the shoulder is fixed in space in the virtual model.

50 frames (the whole sequence) can be tracked correctly using the second level. If only the third level is used, only 10 frames are tracked before the ellipsoids lose track of their corresponding body parts. At this level, the motion is not very clear in all the views because of the low resolution. Using two levels the system processes approximately 0.8 frame/min. Using only the second level, the speed is 2 frames/min.

In some frames the virtual elbow does not coincide with the real elbow; it seems that the original position given by the user for the shoulder was not correct, and the upper-arm length does not fit in the corresponding region. Still, the system is able to track the arm.

10.2 Arm Tracking within a Color Film

Another sequence was captured using two color cameras. The arm was selected again because of its visibility and mobility. The results are in Figures 4 and 5. The shoulder is also assumed fixed in space.

Using only the second level, the system starts in frame 0 and tracks 270 frames, which is the length of the whole sequence. After frame 120 (see the previous to the last frame shown) the subject moves the shoulder, so the virtual arm cannot cover the hand. However, 30 frames later the system has recovered the hand because it tries to keep the original colors of the parts. The throughput is 2.8 frames/min.

If the first resolution level is used, no better results are found, since the results at the second level are already very good. It just makes the system slower. If only the third level is used, the system cannot track more than 20 frames, although the arm motion is still very clear at that level; maybe the optimization algorithm is not good enough, but it is still unclear why the system does not work at the lowest level of resolution tried.

If only the black and white information is used (the L component) the ellipsoids lose track of their parts when the subject moves the shoulder and does not recover. This means that the color information makes the system more reliable.

10.3 Leg Tracking

A sequence was filmed with two color cameras and a leg was tracked with three ellipsoids. The tip of the foot is assumed fixed in space.

Figure 6 shows the results. The subject wears very dark clothes so the color information is not very useful. Also, since there is no change of texture or color between the parts, the sequence is really challenging. The system tracks correctly 40 frames. It is clear that if the virtual model includes a part for the trunk the setting would have less ambiguity, i.e., virtual legs could not move freely in the trunk regions.
10.4 Robustness

We would like to compare the system performance with respect to systems that are not robust. To do so, we changed the value of $\sigma$ in the previous experiments and compare the results until a fixed frame. If $\sigma$ is $1.0 \times MaxQ$, $\rho$ is almost lineal in the range of intensity variation and, therefore, a large variation counts more than a small one. If $\sigma$ is $0.5 \times MaxQ$, $\rho$ does not count large variations necessarily more than small ones, and outliers have less importance.
Figure 7 shows different results for different values of $\sigma$: 0.2, 0.4, 0.6, 0.8 and 1.0 of $MaxQ$. We can see that values under 1.0 are better than the others. We also had similar results for the two arm sequences, but are not shown for paper limitations. In the color tracking of the arm, there is not a significant performance difference at that frame (80) when the value of $\sigma$ is changed.

As we said before, we choose a value in the middle of the above, $\sigma = 0.5 \times MaxQ$, for all the previous experiments.
On another experiment with the color tracking of an arm, the function $\rho$ was replaced by a simple absolute value. In this case, the tracking was poorer: Arm and hand were farther from their true directions during most of the sequence, covering background regions. In a sense, the robust function adds tracking stability.
Fig. 7. Robustness comparison of “leg” sequence.

11 Conclusions and Future Work

We have presented a theoretical framework for robust tracking of human parts based on a 3D model. Our experiments show that the robust estimation of motion parameters works better than non-robust estimations, but more testing is needed. Also, the use of color makes the system able to recover easily from tracking errors.
A more reliable global optimization technique may be needed. However, the use of more information from all the body parts may accelerate the convergence in a space of around 45 dimensions.

It is also expected that if more realistic parts are used for the virtual model, less motion ambiguity is allowed and we would get better results. Also better rendering techniques (perspective projection) that usually come with a virtual humanoid may also help. But, if the virtual parts fit better the real parts, less motion flexibility is allowed to compensate for not perfect rotations. It is possible that the robustness be even more important.

Better color representations (e.g. LUV or Lab) can also be used, and different robust parameters for each term of the functional can be tried (difference with frame 0, with previous frame, for each part, and color channel of each camera).

Although the multi-scale analysis was not useful in our experiments, except for finding a resolution level of fast and correct tracking, it may prove to be essential when the full body be tracked.

We consider that our results are promising and that it is worth pursuing further this research.
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Abstract. When we seek to directly learn basis functions from natural scenes, we are confronted with the problem of simultaneous estimation of these basis functions and the coefficients of each image (when projected onto that basis). In this work, we are mainly interested in learning matrix space basis functions and the projection coefficients from a set of natural images. We cast this problem in a joint optimization framework. The Frobenius norm is used to express the distance between a natural image and its matrix space reconstruction. An alternating algorithm is derived to simultaneously solve for the basis vectors and the projection coefficients. Since our fundamental goal is classification and indexing, we develop a matrix space distance measure between images in the training set. Results are shown on face images and natural scenes.

1 Introduction

In recent years, there has been a lot of progress in the mathematical representation of natural scenes [7]. Once it became clear that coding methods using the discrete cosine transform (DCT) [9], Gabor expansions [4], wavelets [3], etc. were quite successful in generating compact codes for images, there was an increased interest in directly learning such bases from natural images. Directly learning the basis vectors presents a more challenging computational problem than the usual coding case, because in the former, both the bases and the coefficients have to be estimated from the natural images.

The most comprehensive work in this general area of simultaneous estimation of both basis vectors and coefficients is the work of Olshausen and his collaborators [7,6,8]. In this body of work, the main interest is in learning compact and (usually) overcomplete representations of natural scenes. In this approach, a joint optimization problem is typically constructed on both the basis vectors and the coefficients. A regularization prior is always added to enforce prior knowledge of sparsity of the coefficients. Recently, this work has evolved toward adding a mixture of Gaussians prior [8] in order to enforce the constraints of sparsity and distributivity of the coefficients.

In this paper, we are mainly interested in recasting this problem of simultaneous estimation of bases and coefficients in a matrix space. We wish to point out that matrix space representations of natural images has been mostly ignored.
Despite the fact that it is mostly common knowledge that the singular value decomposition (SVD) [5] is sometimes a good choice for image representation and compression [10]. However, all the previous work (that we are aware of) on SVD-based image representation is focused on single images. There is no previous work on estimating common matrix space bases from a set of natural images. To state the goal of this paper, we wish to simultaneously learn a matrix basis set and the projection coefficients of each image. Given a set of 2D grayscale natural images, we represent each of them as matrices and then formulate the learning problem as a joint optimization of matrix basis vectors and projection coefficients.

In contrast to earlier work by Olshausen and his collaborators [7], our primary motivation is not to develop a compact code based on the statistics of natural scenes. Instead, we are more interested in common matrix space representations for the purposes of recognition, classification and indexing. That is, we believe that matrix space representations can be used to develop new matrix space distance measures for the purposes of classification and indexing. Some of the experimental results presented in the paper aim toward this goal.

2 Grayscale Intensity Images as Matrices

As mentioned in the Introduction, we are mainly motivated by the overall success of image coding. Our principal aim in this paper is to learn a common matrix space representation from a set of images without any a priori knowledge of the basis set or of the projection coefficients. The fundamental idea is to express each grayscale intensity image as a matrix and then investigate the extent to which compact coding allows us to extract a common matrix basis from the set of pregiven images. Since coding works and works well, we expect that each image is expressible by a compact set of basis vectors and coefficients. For example, it is well known though not so widely exploited that the SVD representation of a 2D grayscale intensity image has a spectrum that rapidly falls to zero [10].

Denote by $X$, the matrix corresponding to a grayscale intensity image. The SVD of the image is given by

$$X = USV^T$$

(1)

where $U^TU = V^TV = I$. Since the image matrix need not be square, note that the dimensions of the $U$ and $V$ matrices can be different. Reconstructions of the original image using a set of $D$ components can be written as

$$\hat{X} = \sum_{i=1}^{D} s(i,i)u_iv_i^T$$

(2)

where $u_i$ and $v_i$ are the $i$th eigenvectors.

In Figures 1 and 2, we show the spectrum of the well known Lena image and the SVD-based reconstructions respectively. The first 5 SVD component images (computed as $u_iv_i^T$) are also shown in Figure 2. It is evident from both the
**Fig. 1.** Spectrum of the Lenna image (256×256). Left: Log-log plot of the spectrum. Right: Spectrum plot. Note the almost linear nature of the log-log spectrum for the dominant singular values.

**Fig. 2. Lenna reconstructions and components:** Top row: Reconstructions using 1, 5, 10, 15 and 20 components. Bottom row: The SVD component images \( u_i v_i^T \) corresponding to the first five components.

Spectrum plots and the component images that the spatial frequencies tend to vary in inverse proportion to the SVD coefficients; higher the spatial frequencies in a component image, the smaller the SVD coefficient and vice versa. The rapidity with which the SVD coefficients fall off is evident from Figure 2.

## 3 Learning a Common Reference Frame

We now embark upon the formulation of the problem. Since we wish to represent 2D grayscale intensity images as matrices, the technical challenge is one of finding a common eigen reference basis set of vectors to represent all of the images in the chosen set. Since we have decided to use a matrix space representation for the non-square images, the common eigen reference frame consists of a set of row eigen vectors, each of which has a corresponding counterpart in the set of column eigen vectors. Insofar as only the eigen reference frame is deemed common, the projections of each image in the chosen set onto the basis will be different and unknown *a priori*. Consequently, not only do we have to learn the common eigen reference frame, in addition, we have to compute the projections of each image onto the reference in order to determine the representation error.
Let the set \( \{X_k, \ k \in \{1, \ldots, K\}\} \) denote the collection of images. The common eigen reference frame is denoted by the pair \((U, V)\) which is intended to invoke the SVD association. The projection of image \(X_k\) onto the basis set is denoted by \(A_k\) with the set \(\{A_k, \ k \in \{1, \ldots, K\}\}\) denoting the set of projections. Each image \(X_k\) is of size \(M \times N\) and the sizes of the basis sets \(U\) and \(V\) are \(M \times D\) and \(N \times D\) respectively. The size of each \(A_k\) is \(D \times D\). Note that each \(A_k, \ k \in \{1, \ldots, K\}\) is diagonal since it is a projection onto the basis set. Inequalities, such as \(D < \min(M, N)\) hold as a consequence of orthogonality conditions on \(U\) and \(V\).

The central technical contribution of this paper is a mathematical unpacking of the following intuition: A reasonable criterion for learning the basis set \((\bar{U}, \bar{V})\) is to minimize the representation error of each image \(X_k\) in the set of \(K\) images when projected onto the space of basis sets \((U, V)\). This criterion is somewhat complicated by the fact that the projections of the images onto the basis set are themselves computed after the basis set is fixed.

We use the Frobenius norm \(|A|_F^2 = \sum_{ij} |a_{ij}|^2\) to mathematically characterize the representation error \([5]\). This norm is chosen because of its close relationship to the matrix spectra. The central cost function used in this paper is

\[
(\bar{U}, \bar{V}) = \min_{(U, V)} \frac{1}{2} E_{\text{matrixbasis}}(U, V) = \min_{(U, V)} \sum_{k=1}^{K} \left\|X_k - U A_k V^T\right\|_F^2
\]

(3)

with

\[
A_k = \text{diag} (U^TX_kV), \ k \in \{1, \ldots, K\}
\]

(4)

and the constraints

\[U^TU = I_D \text{ and } V^TV = I_D.\]

(5)

Equation (4) relates the projection \(A_k\) with the basis set \((U, V)\). The \texttt{diag} operator emphasizes the fact that each \(A_k\) is diagonal. In this paper, we have elected not to treat the projections as quasi-independent variables. Following [8], it is certainly possible to treat \(A_k\) as a separate variable and associate a Bayesian regularization prior with it. We have not done so for reasons of simplicity at this preliminary stage. The constraints in (5) express the fact that \(U\) and \(V\) are orthonormal which in sync with their treatment as SVD-like bases. Note that we have also not chosen to enforce the constraint that each diagonal entry in \(A_k\) is strictly positive. For \(UA_kV^T\) to be linked to an SVD representation, this constraint has to be active. However, we merely treat the reference basis as “SVD-like” in this paper. This constraint can also be enforced as a Bayesian prior if needed.

We now derive an alternating algorithm to minimize the energy function in (3). First, we enforce the orthogonality constraints in (5) using Lagrange parameters [1]. The Frobenius norm is also rewritten using matrix operators.

\[
E_{\text{matrixbasis}}(U, V, \mu, \nu) = \sum_{k=1}^{K} \text{trace} \left[ (X_k - U A_k V^T)^T (X_k - U A_k V^T) \right] + \text{trace} \left[ \mu (U^TU - I_D) \right] + \text{trace} \left[ \nu (V^TV - I_D) \right]
\]

(6)
with the understanding that $A_k = \text{diag} \left( U^T X_k V \right)$. The Lagrange parameter matrices $\mu$ and $\nu$ are both symmetric \[^1\] $D \times D$ matrices. This energy function can be further transformed by dropping terms not involving the basis set $(U, V)$ and by enforcing the orthogonality constraints in the matrix representation error norm.

$$E_{\text{matrixbasis}}(U, V, \mu, \nu) = -2 \sum_{k=1}^{K} \text{trace} \left[ X_k^T U A_k V^T \right]$$

$$+ \text{trace} \left[ \mu(U^T U - I_D) \right] + \text{trace} \left[ \nu(V^T V - I_D) \right]$$

(7)

To derive the alternating algorithm, we first hold $V$ fixed and solve for $U$ in (7). Then we alternate by solving for $V$ given $U$. Once $U$ and $V$ are updated, $A_k$ is updated $\forall k \in \{1, \ldots, K\}$ in order to be in lockstep with the basis set $(U, V)$. Differentiating (7) w.r.t. $U$ and setting the result to zero, we get

$$\sum_{k=1}^{K} X_k V A_k = \hat{U} \mu \Rightarrow \hat{U} = \sum_{k=1}^{K} X_k V A_k \mu^{-1}.$$ 

(8)

Enforcing the orthogonality constraint for $U$, (8) is transformed into

$$\hat{U}^T \hat{U} = \mu^{-1} \left( \sum_{k=1}^{K} X_k V A_k \right)^T \left( \sum_{k=1}^{K} X_k V A_k \right) \mu^{-1} = I_D$$

$$\Rightarrow \mu^2 = \left( \sum_{k=1}^{K} X_k V A_k \right)^T \left( \sum_{k=1}^{K} X_k V A_k \right)$$

$$\Rightarrow \mu = \left[ \left( \sum_{k=1}^{K} X_k V A_k \right)^T \left( \sum_{k=1}^{K} X_k V A_k \right) \right]^{-\frac{1}{2}}$$

$$\Rightarrow \hat{U} = \sum_{k=1}^{K} X_k V A_k \left[ \left( \sum_{k=1}^{K} X_k V A_k \right)^T \left( \sum_{k=1}^{K} X_k V A_k \right) \right]^{-\frac{1}{2}}.$$ 

(9)

The above solution for $U$ is obtained relative to a fixed $V$. Completely analogous to (8) and (9), we can solve for $V$ relative to a fixed $U$.

$$\hat{V} = \sum_{k=1}^{K} X_k^T U A_k \left[ \left( \sum_{k=1}^{K} X_k^T U A_k \right)^T \left( \sum_{k=1}^{K} X_k^T U A_k \right) \right]^{-\frac{1}{2}}.$$ 

(10)

Once we’ve obtained a candidate basis set $(U, V)$, we keep each $A_k$ in lockstep with the basis by setting

$$A_k = \text{diag} \left( \hat{U}^T X_k \hat{V} \right).$$

(11)

The overall algorithm is summarized below.
**Learning Matrix Representations**

Initialize $U, V$ to random $M \times D$ and $N \times D$ matrices respectively.

**Begin A**: Do A until $\Delta E < \Delta E_{\text{thr}}$.

$U^{\text{old}} = U$, $V^{\text{old}} = V$, $A_k^{\text{old}} = A_k$, $\forall k \in \{1, \ldots, K\}$.

$A_k = \text{diag } (U^T X_k V), \forall k \in \{1, \ldots, K\}$.

$U = \sum_{k=1}^{K} X_k V A_k \left[ \left( \sum_{k=1}^{K} X_k V A_k \right)^T \left( \sum_{k=1}^{K} X_k V A_k \right) \right]^{-\frac{1}{2}}.$

$A_k = \text{diag } (U^T X_k V), \forall k \in \{1, \ldots, K\}$.

$V = \sum_{k=1}^{K} X_k^T U A_k \left[ \left( \sum_{k=1}^{K} X_k^T U A_k \right)^T \left( \sum_{k=1}^{K} X_k^T U A_k \right) \right]^{-\frac{1}{2}}.$

$\Delta E = \sum_{k=1}^{K} (||X_k - U^{\text{old}} A_k^{\text{old}} (V^{\text{old}})^T||_F^2 - ||X_k - U A_k V^T||_F^2)$.

**End A**

A theoretical proof showing that the energy in (6) decreases in each step is not easily forthcoming. This is due to the obvious heuristic device we have employed for updating each $A_k$. In contrast, showing that the energy decreases due to the $U$ and $V$ updates is relatively straightforward due to the updates being constrained least-squares solutions. In all experiments, we have merely executed the above algorithm until an iteration cap is exceeded. We have not encountered any stability problems when executing the above algorithm. This is quite surprising as one would have expected numerical errors to create problems when taking the relevant matrix inverses and square roots. As mentioned in the next section, no effort was made to implement the matrix inverses and square roots in a computationally efficient manner. The matrix routines in Matlab™ 5.3 were used in all computations.

**4 Results**

Two face images are shown in Figure 3. The images have been registered using a non-rigid registration method [2]. Both images are originally $330 \times 228$ and have been down sampled to $150 \times 114$. 
**Fig. 4. Reconstructed faces using 2 components** Left: Face 1. Middle: Face 2. Right: Projections.

**Fig. 5. Reconstructed faces using 12 components** Left: Face 1. Middle: Face 2. Right: Projections.

In Figures 4 through 8, we present the results of learning a common matrix space reference frame beginning with two components and moving up to 100 components. In each figure, the reconstructed faces are presented along with the projection coefficients $[\text{diag}(\hat{U}^T X_k \hat{V})]$. The first reconstruction with two components turned out to be identical for both faces, i.e.

$$\hat{U} A_1 \hat{V}^T = \hat{U} A_2 \hat{V}^T.$$  

In the reconstructions (which are identical), the hair texture evident in face 1 is clearly discernible. In addition, the reconstruction has the appearance of a fuzzy face. As the number of basis components are increased, the quality of the reconstruction improves as can be seen in the progression from Figure 4 to Figure 8.

Examine the projection bar charts in Figure 4, Figure 5 and Figure 6. The bar charts are a visualization of the projection coefficients. Note the extensive similarities in the projection coefficients. They start out identical in Figure 4 and continue to be strongly related as can be seen in Figure 6. We return to this issue later.
Fig. 6. Reconstructed faces using 25 components Left: Face 1. Middle: Face 2. Right: Projections.

Fig. 7. Reconstructed faces using 50 components Left: Face 1. Middle: Face 2. Right: Projections.

Fig. 8. Reconstructed faces using 100 components Left: Face 1. Middle: Face 2. Right: Projections.

After reconstructing faces 1 and 2 using 12 basis components, in Figure 9 we visualize six leading common components. This was done by only visualizing those components for which the projections in both face 1 and face 2 were large. Each image shown in Figure 9 corresponds to a component $u_k v_k^T$ where $k$ is
the component index. The first component image is not particularly informative but it does correspond to the largest projection value in both face images. The second component image is a different story. It bears a striking resemblance to the reconstruction using two components as shown in Figure 4. The remaining component images show increased spatial frequencies but do not have easily discernible patterns.

Next, we learn a common basis set for three very different images; a baboon, an outdoor scene with a boat and a girl. (Each image is 256 × 256). Prior to reconstruction, we normalized the spectra of the three images in the following manner. First, we evaluated the number of SVD components necessary to reconstruct each image with minimal loss. Then, we normalized the spectra of each image relative to the mean spectrum. The images before and after normalization are shown below in Figure 10. There are almost no visible perceptible differences.

After normalizing the spectra, we reconstructed the images using 12, 25, 50, 100 and 200 components. The results are shown in Figure 11. Somewhat to our surprise, the original images are discernible in the reconstructions using only 25 components. After about 50 components, there is no clear visual improvement which is also surprising. To take stock of what has been achieved, please note that the 25 component reconstructions use a common matrix space basis for all three images. Since the original images are quite different, it is not immediately obvious why the reconstructions should so closely resemble the originals.

For a more quantitative understanding of the above reconstructions, we turn to Table 1. From the table, we see that the reconstruction error $||X - \hat{U}_k V^T||_F$ for the girl image is worse than that of the baboon and the boat images. (Recall
Fig. 10. Top row: Original baboon, boat and girl images. Bottom row: The same images after spectrum normalization.

Fig. 11. Reconstructed images using 12, 25, 50, and 100 components

that the images \( \{X_k\} \) have normalized spectra with the largest singular value set to one.) In addition to the reconstruction error, in Table 2, we compute the matrix space distances between the three images. The matrix space distance between image \( k \) and image \( l \) is defined as

\[
D_{\text{matrixspace}}(X_k, X_l) \overset{\text{def}}{=} ||\hat{U}_k\hat{V}^T - \hat{U}_l\hat{V}^T||_F^2 = ||\Lambda_k - \Lambda_l||_F^2 = \sum_{i=1}^{D}(\lambda_{ki} - \lambda_{li})^2
\]  

(12)
**Table 1.** Reconstruction errors for the baboon, boat and girl images using 50 components. The leading singular value for all three images is unity.

<table>
<thead>
<tr>
<th>Reconstruction Error</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>![Baboon Image]</td>
<td>![Boat Image]</td>
</tr>
<tr>
<td>0.062</td>
<td>0.072</td>
</tr>
</tbody>
</table>

**Table 2.** Matrix space distances between the three images using 50 component reconstructions.

<table>
<thead>
<tr>
<th></th>
<th>![Baboon Image]</th>
<th>![Boat Image]</th>
<th>![Girl Image]</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Baboon Image]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>![Boat Image]</td>
<td>0</td>
<td>0.079</td>
<td>0.115</td>
</tr>
<tr>
<td>![Girl Image]</td>
<td>0.079</td>
<td>0</td>
<td>0.103</td>
</tr>
<tr>
<td>![Baboon Image]</td>
<td>0.115</td>
<td>0.103</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 3.** Reconstruction errors using 100 components.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.058</td>
<td>0.153</td>
<td>0.217</td>
<td>0.078</td>
<td>0.079</td>
<td>0.048</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where $\lambda_{k,i}$ is the $i$th projection coefficient of the $k$th reconstruction. Since the reconstructions are in a common matrix space, the image distances are naturally reduced to the distances between the projection coefficients. As before, the integer $D$ denotes the number of components used for the reconstruction.

The next experiment further explores image distances when collapsed onto a single matrix space. We took six images—four faces, an outdoor scene and a fractal image—and reconstructed them using 100 components. Each image is 150×114. We first preprocess the images such that each image has its dominant singular value set to unity and with the rest of spectra normalized as previously
Table 4. Matrix space distances between the six images using 100 component reconstructions.

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0.0237</td>
<td>0.0430</td>
<td>0.0293</td>
<td>0.0619</td>
<td>0.0853</td>
</tr>
<tr>
<td>0.0237</td>
<td>0</td>
<td>0.035</td>
<td>0.0212</td>
<td>0.0676</td>
<td>0.0832</td>
<td></td>
</tr>
<tr>
<td>0.043</td>
<td>0.035</td>
<td>0</td>
<td>0.053</td>
<td>0.1146</td>
<td>0.1220</td>
<td></td>
</tr>
<tr>
<td>0.0293</td>
<td>0.0212</td>
<td>0.053</td>
<td>0</td>
<td>0.0667</td>
<td>0.0794</td>
<td></td>
</tr>
<tr>
<td>0.0619</td>
<td>0.0676</td>
<td>0.1146</td>
<td>0.0667</td>
<td>0</td>
<td>0.0817</td>
<td></td>
</tr>
<tr>
<td>0.0853</td>
<td>0.0832</td>
<td>0.122</td>
<td>0.0794</td>
<td>0.0817</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

explained. The reconstruction errors and the matrix space distances are shown in Tables 3 and 4 respectively. From the reconstruction error table, it is clear that face images 2 and 3 have the worst reconstruction errors. Given this empirical fact, we turn to the matrix space distance table in Table 4. The distances from all the face images to the outdoor scene and the Julia set are by far the largest. There is not a single face-face distance which is greater than a face-non face distance. Consequently, the reconstruction error may not be a suitable measure by which to gauge the degree of membership of an image to the estimated matrix space.

Finally, we describe initial experiments in automated filter design using the matrix space representation. The basic idea closely follows the model used in PCA filter design with one crucial difference. From the chosen image, we randomly choose $N K \times K$ blocks where $K$ is the order of the filter mask. Given the $N K \times K$ “images”, we learn a common matrix basis as before. Once $U$ and $V$ have been learned, we display $u_i v_i^T$ as a $K \times K$ filter mask. There are a total of $K$ different such filters to choose from for which we implemented the following rank ordering scheme. For each filter, we evaluated the total response over the entire image. The filters were rank ordered using the total response as the metric. The learned filters and the corresponding filtered images are shown
Fig. 12. Top: Learned $3 \times 3$ filters. Bottom: Corresponding filtered images. From left to right: Filters ranked according to strength of response.

Fig. 13. Top: Learned $7 \times 7$ filters. Bottom: Corresponding filtered images. From left to right: Top 4 filters ranked according to strength of response.

for $3 \times 3$, $7 \times 7$ and $15 \times 15$ masks in Figures 12, 13 and 14 respectively. We noticed that the first two filters always corresponded to an intensity blur and a first derivative operator respectively. Visual inspection reveals that the filters appear to be ordered according to increasing spatial frequency.

5 Discussion, Extensions and Conclusion

5.1 Isn’t This Just Principal Components (PCA)?

Not really. In most versions of PCA, the images are first converted into a vector followed by covariance matrix construction from the pattern vectors. In our approach, there is no covariance matrix formed. Instead, a common matrix space
is estimated from the image intensity matrices. There is no denying the fact that matrix representations are at the heart of our approach as opposed to vector representations in PCA. Also, there is no statistical interpretation of matrix representations in terms of covariance matrices and dimensionality reduction as in PCA.
5.2 Matrix Space Distances

We view our initial experiments with matrix space distances as quite promising. Out of the six images in Table 4, two were non face images. The matrix space distances clearly and unambiguously group the face images together. The distances from each face image to the non-face images are always greater than the face-face image distances. If matrix space distance turns out to be a truly robust distance measure, it could have an impact in pattern clustering, object recognition and classification etc.

There are many ways in which the work presented here can be extended. We stress that the current algorithm is quite preliminary and one of our first goals is to add a regularization prior to better stabilize $A_k$. Once such priors are added, a more proper Bayesian justification (in terms of likelihood and prior) can be given. This would place this work in the context of earlier work by [8]. And there does not seem to be any obvious reason why mixtures of matrix bases cannot be considered in order to provide compact but overcomplete representations. Another promising direction of extension is the matrix space distance measure. We have only shown preliminary results of applying the distance measure on the training set. It is certainly possible to estimate basis vectors from different sets of training images and apply the matrix space distance measures to test sets as well.

In sum, we have derived a new learning algorithm for estimating matrix space representations of natural 2D grayscale images. Since the images use a common matrix basis, this allowed us to construct matrix space distances between them. Preliminary results indicate that matrix space image distances possess novel classification properties. While these initial results are promising, it remains to be seen if matrix space representations and distance measures are truly effective in image classification and recognition.
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Abstract. Supervised segmentation of piecewise-homogeneous image
textures using a modified conditional Gibbs model with multiple pair-
wise pixel interactions is considered. The modification takes into account
that inter-region interactions are usually different for the training sample
and test images. Parameters of the model learned from a given training
sample include a characteristic pixel neighbourhood specifying the in-
teraction structure and Gibbs potentials giving quantitative strengths of
the pixelwise and pairwise interactions. The segmentation is performed
by approaching the maximum conditional likelihood of the desired region
map provided that the training and test textures have similar conditional
signal statistics for the chosen pixel neighbourhood. Experiments show
that such approach is more efficient for regular textures described by dif-
dferent characteristic long-range interactions than for stochastic textures
with overlapping close-range neighbourhoods.

1 Introduction

Supervised segmentation is intended to partition a spatially inhomogeneous
texture into regions of homogeneous textures after learning descriptions of these
latter. Generally, neither textures nor homogeneity have universal formal def-
nitions, so that each statement of the segmentation problem introduces some
particular texture descriptions and criteria of homogeneity.

For last two decades, one of most popular approaches is to model textures
as samples of a discrete Markov random field on an arithmetic lattice with a
joint Gibbs probability distribution of signals (grey levels, or colours) in the
pixels [4,5,6,10,11]. The Gibbs model relates the joint distribution that globally
describes the images to a geometric structure and quantitative strengths of local
pixel interactions. Typically only pixelwise and pairwise pixel interactions are
taken into account, and the interaction structure is specified by a spatially in-
vARIANT subset of pixels interacting with each individual pixel. The subset forms
the pixel neighbourhood. The interaction strengths are specified by Gibbs po-
tential functions that depend on signals in the pixel or in the interacting pixel
pair.
In this case the texture homogeneity is defined in terms of spatial invariance of certain conditional probability distributions, and a homogeneous texture has its specific spatially invariant interaction structure and potentials. The supervised segmentation has to estimate these model parameters from a given training sample, that is, from a piecewise-homogeneous image with the known map of homogeneous regions or from a set of separate single-region homogeneous textures. Then the parameters are used for taking the optimal statistical decision about the region map of a test image that combines the same homogeneous textures. This approach assumes that the parameters estimated from the training sample are typical for all the images to be segmented.

This paper considers the supervised segmentation using the conditional Gibbs model of piecewise-homogeneous textures proposed in [7,8]. Here, the model is modified more fully reflect the inter-region relations that usually are quite different in the training and test cases. Previously, the two-pass (initial and final) segmentation had been introduced to implicitly take account of the differences between the training and test inter-region signal statistics. The modified model involves more natural inter-region interactions so that the segmentation can now be achieved in a single pass.

The segmentation process approximates the maximum conditional likelihood of a desired region map providing that the image to be segmented and the training sample have the same or closely similar pixelwise and characteristic pairwise interactions in terms of particular conditional signal statistics. We investigate how precise such a segmentation is for different texture types, in particular, for stochastic and regular textures efficiently described by the Gibbs models of homogeneous textures [8,9].

The paper is organised as follows. Section 2 describes in brief the modified conditional Gibbs model of piecewise-homogeneous textures and shows how the Controllable Simulated Annealing (CSA) introduced in [7,8] can be used for maximising the conditional likelihood of the desired region map. Section 3 presents and discusses results of the supervised segmentation of typical piecewise-homogeneous stochastic and regular textures. The concluding remarks are given in Section 4.

2 Gibbs Model of Piecewise-Homogeneous Textures

2.1 Basic Notation

Let \( R = [(m,n) : \ m = 1, \ldots, M; \ n = 1, \ldots, N] \) be a finite arithmetic lattice with \( M \cdot N \) pixels. Let \( Q = \{0, \ldots, Q - 1\} \) be a finite set of grey levels. Let \( K = \{1, \ldots, K\} \) be a finite set of region labels. Let \( g = [g_i : \ i \in R; \ g_i \in Q] \) and \( l = [l_i : \ i \in R; \ l_i \in K] \) denote a piecewise-homogeneous digital greyscale texture and its region map, respectively, so that each pixel \( i = (m,n) \in R \) is represented by its grey level \( g_i \) and region label \( l_i \).

The spatially invariant geometric structure of pairwise pixel interactions over the lattice is specified by a pixel neighbourhood \( A \). The neighbourhood points up a subset of pixels (neighbours) \( \{(i + a) : \ a \in A; \ i + a \in R\} \) having each
a pairwise interaction with the pixel $i \in \mathbf{R}$. Each offset $a = (\xi, \eta) \in \mathbf{A}$ defines a family of interacting pixel pairs, or cliques of the neighbourhood graph \cite{2}. A quantitative strength of pixel interactions in the clique family $C_a = \{(i, j) : i, j \in \mathbf{R}; \ i - j = a\}$ is given by a Gibbs potential function of grey levels and region labels.

The conditional Gibbs model in \cite{7, 8} specifies the joint probability distribution of the region maps for a given greyscale image in terms of the characteristic neighbourhood $\mathbf{A}$ and the potential $V = [V_p; V_a : a \in \mathbf{A}]$. Generally, the potential of pixelwise interactions $V_{pix} = [V_p(k|q) : k \in \mathbf{K}; q \in \mathbf{Q}]$ depends on a grey value $q$ and region label $k$ in a pixel. The potential of pairwise interactions $V_a = [V_a(k, k'|q, q') : (k, k') \in \mathbf{K}^2; (q, q') \in \mathbf{Q}^2]$ depends on region label and grey level co-occurrences $(g_i, l_i, g_j, l_j)$ in a clique $(i, j) \in C_a$.

We assume for simplicity that the potential of pairwise interactions depends only on the grey level difference $d = g_i - g_j; d \in \mathbf{D} = \{-Q + 1, \ldots, 0, \ldots, Q - 1\}$. The inter-region grey level differences in the cliques of the same family are quite arbitrary for the various region maps of a piecewise-homogeneous texture. Therefore, the potentials should depend actually only on the region label coincidences $\alpha = \delta(l_i - l_j) \in \{0, 1\}$ so that $V_a(k, k'|q, q') \equiv V_{a, \alpha}(k|q - q')$ where $\alpha = 0$ for the inter-region and $\alpha = 1$ for the intra-region pixel interactions.

Obviously, the intra-region potentials $V_{a, 1}(k|d)$ depend both on $k$ and $d$. But the inter-region potentials $V_{a, 0}(k|d)$ actually describe only the region map model and should be independent of region labels and grey level differences: $V_{a, 0}(k|d) \equiv V_{a, 0}$. In the original model \cite{7, 8} both the intra- and inter-region potentials depend on $k$ and $d$ because the inter-region statistics is assumed to be similar for the training and test images. But in most cases this assumption does not hold.

For the fixed neighbourhood $\mathbf{A}$ and potentials $V$, the modified conditional Gibbs model of region maps $I$, given a greyscale texture $g$, is as follows:

$$
Pr(I|g, V, A) = \frac{1}{Z_{g, V, A}} \exp \left( E_p(I|g, V_p) + \sum_{a \in A} E_a(I|g, V_a) \right)
$$

(1)

where $Z_{g, V, A}$ is the normalising factor, $E_p(I|g, V_p)$ is the total energy of the pixelwise interactions:

$$
E_p(I|g, V_p) = \sum_{i \in \mathbf{R}} V_p(l_i|g_i) = |\mathbf{R}| \left( \sum_{q \in \mathbf{Q}} F_p(q|g) \sum_{k \in \mathbf{K}} V_p(k|q) F_p(k|q, I|g) \right)
$$

(2)

and $E_a(I|g, V_a)$ is the total energy of the pairwise pixel interactions over the clique family $C_a$:

$$
E_a(I|g, V_a) = \sum_{(i, j) \in C_a} V_{a, \delta(l_i - l_j)}(l_i|g_i - g_j)
$$

$$
= |\mathbf{R}| \rho_a \left( V_{a, 0} F_{a, 0}(I) + \sum_{d \in \mathbf{D}} F_a(d|g) \sum_{k \in \mathbf{K}} V_{a, 1}(k|d) F_{a, 1}(k|d, I, g) \right)
$$

(3)

Here, $F_p(q|g)$ and $F_p(k|q, I, g)$ denote the relative frequency of the grey level $q$ in the image $g$ and of the the region label $k$ in the region map $I$ over the grey level.
\( q \) in the image \( g \), respectively, and \( F_a(d|g) \), \( F_{a,0}(1) \), and \( F_{a,1}(k|d,1,g) \) denote the relative frequency of the grey level difference \( d \) over the clique family \( C_a \) in the image \( g \), of the inter-region label coincidences in the region map \( I \), and of the intra-region label coincidences for the region \( k \) in the region map \( I \) over the grey level difference \( d \) in the clique family \( C_a \) for the image \( g \), respectively. The factor \( \rho_a = \frac{|C_a|}{|R|} \) gives the relative size of the clique family \( C_a \).

2.2 Learning the Model Parameters

As shown in [8], the potentials for a given training pair \((I^o, g^o)\) have a simple first approximation of the maximum likelihood estimate. Because of the unified inter-region potential values, this approximation is now as follows:

\[
\forall k \in K; \ q \in Q; d \in D \\
V_p^{[0]}(k|q) = \lambda^{[0]} F(q|g^o) (F(k|q,I^o,g^o) - \mu) \\
V_{a,0}^{[0]} = \lambda^{[0]} \rho_a (F_{a,0}(I^o) - \mu_0) \\
V_{a,1}^{[0]}(k|d) = \lambda^{[0]} \rho_a F_a(d|g^o) (F_{a,1}(k|d,I^o,g^o) - \mu_1)
\]  

(4)

where \( \mu = \frac{1}{|K|} \cdot \mu_0 = 1 - \mu \), and \( \mu_1 = \mu^2 \) are the marginal probabilities of region labels and their coincidences, respectively, for the independent random field (IRF) with the equiprobable region labels.

The initial scaling factor \( \lambda^{[0]} \) in Eq. (4) is computed as

\[
\lambda^{[0]} = \frac{e_p(I^o,g^o) + \sum_{a \in A} (e_{a,0}(I^o) + e_{a,1}(I^o,g^o)) \psi + \sum_{a \in A} (e_{a,0}(I^o) \psi_0 + e_{a,1}(I^o,g^o) \psi_1)}{e_p(I^o,g^o) \psi + \sum_{a \in A} (e_{a,0}(I^o) \psi_0 + e_{a,1}(I^o,g^o) \psi_1)}
\]  

(5)

where \( e_p(I^o,g^o) \), \( e_{a,0}(I^o) \), and \( e_{a,1}(I^o,g^o) \) are the normalised first approximations of the Gibbs energies of pixelwise and pairwise pixel interactions:

\[
e_p(I^o,g^o) = \sum_{q \in Q} F_p^2(q|g^o) \sum_{k \in K} F_p(k|q,I^o,g^o) (F_p(k|q,I^o,g^o) - \mu) \\
e_{a,0}(I^o) = \rho_a^2 F_{a,0}(I^o) (F_{a,0}(I^o) - \mu_0) \\
e_{a,1}(I^o,g^o) = \rho_a^2 \sum_{d \in D} F_a^2(d|g^o) \sum_{k \in K} F_{a,1}(k|d,I^o,g^o) (F_{a,1}(k|d,I^o,g^o) - \mu_1)
\]  

(6)

and \( \psi = \mu(1 - \mu) \) and \( \psi_\alpha = \mu_\alpha(1 - \mu_\alpha); \ \alpha = 0,1 \), are the variances of the region label frequencies for the IRF.

As in [7,8], most characteristic interaction structure is recovered in this paper by choosing the clique families with the top values of the total energy of pairwise pixel interactions:

\[
e_a(I^o,g^o) = e_{a,0}(I^o) + e_{a,1}(I^o,g^o)
\]

2.3 Supervised Segmentation

When the model of Eq. (1) is used for segmenting piecewise-homogeneous textures, we assume that the first-order and second-order statistics of the images \( g \)
to be segmented and the desired region maps \( I \) in Eqs. (2) and (3) are similar to those of the training pair \((I^o, g^o)\). This assumption is crucial because the likelihood maximisation algorithm we use for segmentation actually tries to minimise a (probabilistic) distance between the above statistics for the training pair and segmented image \([8]\).

Because the model of Eq. (1) belongs to the exponential family of distributions, the log-likelihood function \( L(V|I^o, g^o) = \log Pr(I^o|g^o, V, A) \) with a fixed neighbourhood \( A \) is unimodal \([1]\) with respect to the potential \( V \). The maximum is approached by the stochastic-approximation-based Controllable Simulated Annealing (CSA) \([8]\) that starts from an arbitrary initial region map \( I[0] \), e.g., from a sample of the IRF, with the initial Gibbs potentials of Eq. (4). At each step \( t \), the potentials are modified as to approach the conditional pixelwise and pairwise statistics for the training sample \((I^o, g^o)\) with the like statistics for the current simulated pair \((I[t], g^o)\).

The CSA is easily adapted for approaching the maximum of an arbitrary log-likelihood \( L(V|I, g) \), providing that the pair \((I, g)\) has the same conditional statistics as the training pair. The only change with respect to the maximisation of \( L(V|I^o, g^o) \) is that the training image \( g^o \) is replaced with the test image \( g \) for generating the successive maps \( I[t] \) at each step \( t \).

Using the signal statistics for the training sample \((I^o, g^o)\) and for the test image \( g \) with the region map \( I[t] \) generated by stochastic relaxation with the current potential \( V[t] \), the resulting process modifies the potential values as follows:

\[
\forall k \in K; \ q \in Q; \ d \in D; \ a \in A
V_p^{[t+1]}(k|q) = V_p^{[t]}(k|q) + \lambda_t F_p(q|g) \left( F_p(k|q,I^o,g^o) - F_p(k|q,I[t],g) \right)
V_{a,0}^{[t+1]} = V_{a,0}^{[t]} + \lambda_t \rho_a \left( F_{a,0}(I^o) - F_{a,0}(I[t]) \right)
V_{a,1}^{[t+1]}(k|d) = V_{a,1}^{[t]}(k|d) + \lambda_t \rho_a F_a(d|g) \left( F_{a,1}(k|d,I^o,g^o) - F_{a,1}(k|d,I[t],g) \right)
\]

(7)

3 Experimental Results

3.1 Segmenting an Arbitrary Training Sample

The best results of the above approach should be expected for segmenting just the training image. For instance, the training sample in Figure 1,a–b, contains five arbitrary chosen but spatially homogeneous natural and artificial textures.

In this case the segmentation results in the region maps having from 17.12% to 0.0% of errors when the model of Eq. (1) contains, respectively, from one to six clique families with the top total energies (Figure 1,c–h, and Table 1).

In these experiments the search window for choosing the characteristic interaction structures has 60 clique families with the short-range offsets \(|\xi| \leq 5; |\eta| \leq 5\). All the segmentation maps are obtained after 300 steps of the CSA with the scaling factor in Eq. (7) that is changing as follows:

\[
\lambda^{[t]} = \lambda^{[0]} \frac{1}{1 + 0.001 \cdot t}
\]
Fig. 1. Training five-region texture (a), its ideal region map (b), and segmentation maps obtained with 1–6 clique families (c–h), respectively.

Table 1. Characteristic clique families included successively into the model of Eq. (1), their Gibbs energies, and the relative segmentation errors $\varepsilon$ in Figure 1,c–h.

| $|A|$ | 1 | 2 | 3 | 4 | 5 | 6 |
|-----|---|---|---|---|---|---|
| $a = (\xi, \eta)$ | [1,0] | [-1,1] | [0,1] | [-2,2] | [-3,3] | [-4,4] |
| $e_a(p^a, g^a)$ | 478.4 | 440.3 | 427.7 | 407.4 | 400.4 | 395.4 |
| $\varepsilon$, % | 17.12 | 0.54 | 0.15 | 0.27 | 0.0 | 0.0 |

The same number of steps and the same schedule for changing $\lambda^{[t]}$ is used in all the experiments below.

3.2 Segmenting Collages of Stochastic and Regular Textures

To investigate the above segmentation in more detail, we use two types of homogeneous textures, namely, stochastic and regular textures that can be efficiently simulated by the Gibbs models with multiple pairwise pixel interactions [8,9]. Figures 2 and 3 present collages of stochastic textures D4, D9, D29, and D57 and regular textures D1, D6, D34, and D101 from [3].

The former four textures have the characteristic short-range interactions whereas the latter ones have mostly the characteristic long-range interactions. In both cases three textures from each group (the stochastic textures D4, D9, and D29 and the regular textures D1, D6, and D34) possess similar statistics of the close-range pairwise pixel interactions (in terms of the relative frequency distributions of grey level differences).

Below we use the collages in Figures 2,a and 2,e with the same region map in Figure 2,i as the training samples for each group of the textures. The search
Fig. 2. Four-region training (a,e) and test collages (b–d,f–h) of stochastic textures D4, D9, D29, D57 (a–d) and regular textures D1, D6, D34, D101 (e–h) with their ideal region maps (i–l).

Table 2. Characteristic clique families with the top Gibbs energies $e_a(I^g, g^s)$ selected for the training four-region collage of stochastic textures in Figures 2,a and 2,i.

<table>
<thead>
<tr>
<th>$a = (\xi, \eta)$</th>
<th>(1,0)</th>
<th>(0,1)</th>
<th>(1,1)</th>
<th>(-1,1)</th>
<th>(2,0)</th>
<th>(2,1)</th>
<th>(0,2)</th>
<th>(-2,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_a(I^g, g^s)$</td>
<td>413.1</td>
<td>330.2</td>
<td>277.2</td>
<td>262.9</td>
<td>240.6</td>
<td>209.7</td>
<td>202.1</td>
<td>198.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$a = (\xi, \eta)$</th>
<th>(1,2)</th>
<th>(3,0)</th>
<th>(-1,2)</th>
<th>(3,1)</th>
<th>(2,2)</th>
<th>(0,3)</th>
<th>(-3,1)</th>
<th>(-2,2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_a(I^g, g^s)$</td>
<td>189.8</td>
<td>182.3</td>
<td>182.1</td>
<td>169.7</td>
<td>168.4</td>
<td>167.1</td>
<td>162.4</td>
<td>159.9</td>
</tr>
</tbody>
</table>

window for choosing the characteristic interaction structure contains 3240 clique families with the short- and long-range offsets ($|\xi| \leq 40; |\eta| \leq 40$).

**Piecewise-Homogeneous Stochastic Textures.** In this case, relative errors of segmenting the training image using four, eight, or 16 characteristic clique families with the top-rank Gibbs energies are, respectively, 21.36%, 16.44%, and 13.88%. Here, the ranking of the clique families by their Gibbs energies results in only the close-range interaction structures. The corresponding 16 clique families in terms of their offsets $a = (\xi, \eta)$ are shown in Table 2.

The relative errors of segmenting the training sample are slowly decreasing with the neighbourhood size (for instance, 10.15% for $|A| = 36$). Segmentation
errors for the test images in Figure 2,b–d and 3,a–d depend in a similar way on the neighbourhood size so that most of the experiments below are conducted with the same fixed characteristic neighbourhood of size \( |A| = 16 \).

Segmentation of the test images yields larger error rates (23.39–32.43%) caused mostly by misclassified parts of the textures D4 and D9 (Figure 4). The main reason is that the stochastic textures D4, D9, and D29 have very similar signal statistics over the chosen characteristic short-range neighbourhood. Thus the individual regions produced by segmentation (Figures 6 and 7) differ from the ideal maps although they are quantitatively, in terms of the chi-square distances between the training and test statistics, and even visually quite homogeneous. Table 3 demonstrates how the segmentation separates the individual textures.

These experiments demonstrate the basic difficulty in segmenting stochastic textures by taking account of characteristic conditional pairwise statistics. The close-range characteristic neighbourhoods selected by ranking the total Gibbs energies for the clique families may not be adequate for separating these textures because the conditional signal statistics similar to the training ones can be obtained for regions that differ much from the ideal ones.

**Piecewise-Homogeneous Regular Textures.** In this case we can expect more efficient segmentation using the conditional model in Eq. (1) because simulations of these textures involve usually characteristic long-range interactions [9].
**Fig. 4.** Segmentation of the collages of stochastic textures using the neighbourhood of size 16; the top and the bottom region maps a–d are obtained for the collages in Figures 2, a–d, and 3, a–d, respectively. Black regions under each map indicate the segmentation errors.

**Table 3.** Segmentation results (in %) for the training and test collages of stochastic textures (the rows correspond to the ideal regions, and the columns show how many pixels of each ideal region are actually assigned to a particular texture).

<table>
<thead>
<tr>
<th>Training collage</th>
<th>Test collages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D4</td>
</tr>
<tr>
<td>D4</td>
<td>75.4</td>
</tr>
<tr>
<td>D9</td>
<td>11.6</td>
</tr>
<tr>
<td>D29</td>
<td>9.2</td>
</tr>
<tr>
<td>D57</td>
<td>0.4</td>
</tr>
</tbody>
</table>
Fig. 5. Homogeneous regions found by segmenting the training and test collages of stochastic textures (the top row of the maps a–d in Figure 4).

Fig. 6. Homogeneous regions found by segmenting the test collages of stochastic textures (the bottom row of the maps in Figure 4,a,b).
Fig. 7. Homogeneous regions found by segmenting the test collages of stochastic textures (the bottom row of the maps in Figure 4,c,d).

Table 4. Characteristic clique families with the top Gibbs energies $e_a(1^g, g^g)$ selected for the training four-region collage of regular textures in Figures 2,e and 2,i.

<table>
<thead>
<tr>
<th>$a = (\xi, \eta)$</th>
<th>(1,0)</th>
<th>(0,1)</th>
<th>(1,1)</th>
<th>(-1,1)</th>
<th>(2,0)</th>
<th>(0,2)</th>
<th>(2,1)</th>
<th>(1,2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_a(1^g, g^g)$</td>
<td>613.7</td>
<td>549.2</td>
<td>360.8</td>
<td>353.5</td>
<td>325.6</td>
<td>323.2</td>
<td>189.8</td>
<td>189.3</td>
</tr>
<tr>
<td>$a = (\xi, \eta)$</td>
<td>(2,0)</td>
<td>(-2,1)</td>
<td>(3,0)</td>
<td>(0,3)</td>
<td>(2,2)</td>
<td>(3,1)</td>
<td>(-2,2)</td>
<td>(-3,1)</td>
</tr>
<tr>
<td>$e_a(1^g, g^g)$</td>
<td>183.3</td>
<td>182.1</td>
<td>173.0</td>
<td>159.9</td>
<td>66.8</td>
<td>64.5</td>
<td>60.1</td>
<td>59.0</td>
</tr>
</tbody>
</table>

Actually, the relative error of segmenting the training collage in Figure 2,e is 2.67% with the same neighbourhood size of 16 although once again the top-rank total energies correspond to only the close-range interactions (Table 4).

Figure 8 shows results of segmenting the training collage and test collages of regular textures in Figures 2,e–h and 3,e–h, respectively, using the characteristic neighbourhood of size 16. The relative errors for the test collages are 1.66–14.09%. The test collages in Figure 3,e–h result in less precise segmentation because of many small subregions in these textures that effect the collected conditional statistics.

The individual homogeneous regions found by segmentation are shown in Figures 9–11, and Table 5 demonstrates the separation of these textures. Most of the errors are caused by the textures D6 and D34 with very similar uniform backgrounds resulting in close similarity between their conditional statistics of short-range grey level differences.

The desired distinctions between the close-range conditional statistics may exist also for certain spatially inhomogeneous textures. For example, the collages of regular textures in Figure 12,a,c contain both the homogeneous regular textures D20, D55, D77 and the weakly inhomogeneous texture D36 from [3]. The
Fig. 8. Segmentation of the training and test collages of regular textures using the neighbourhood of size 16: the top and bottom region maps e–h are obtained for the collages in Figures 2,e–h, and 3,e–h, respectively. Black regions under each map indicate the segmentation errors.

error rate of segmenting the training image with the characteristic short-range neighbourhood of size 16 is 28.63%. When the size is extended to 36 then the error rates of segmenting the training and test collages are 5.15% and 16.71%, respectively. The resulting region maps for the neighbourhood of size 36 are shown in Figure 12,b,d. The main errors in this case are due to assigning small border parts of the textures D20 and D55 to the texture D77 having similar statistics of the close-range grey level differences.

4 Concluding Remarks

These and other our experiments show that the supervised segmentation by approaching the maximum conditional likelihood is efficient for textures with
Table 5. Segmentation results (in %) for the training and test
collages of regular textures (the rows correspond to the ideal
regions, and the columns show how many pixels of each ideal
region are actually assigned to a particular texture).

<table>
<thead>
<tr>
<th>Training collage</th>
<th></th>
<th>Test collages</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>D6</td>
<td>D34</td>
</tr>
<tr>
<td>D1</td>
<td>96.0</td>
<td>4.0</td>
</tr>
<tr>
<td>D6</td>
<td>1.6</td>
<td>97.0</td>
</tr>
<tr>
<td>D34</td>
<td>0.8</td>
<td>2.4</td>
</tr>
<tr>
<td>D101</td>
<td>0.1</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Fig. 9. Homogeneous regions found by segmenting the training and test collages of
regular textures (the top row of the maps in Figure 8,e,f).

different characteristic interaction structures. But the overlapping close-range
structures and similar pairwise signal statistics of individual homogeneous tex-
tures may result in a segmentation map that differs considerably from the ideal
one although both the maps possess conditional signal statistics similar to the
training ones and have visually homogeneous textured regions.

The modified conditional Gibbs model allows to accelerate segmentation com-
paring to the previous two-stage scheme [7,8] by obviating the need for the initial
stage. This latter sets to zero the inter-region potentials in order to roughly ap-
proximate the desired homogeneous regions even though their inter-region signal
statistics are different in the test and training samples. Then the initial (and usu-
ally quite “noisy”) region map is refined at the final stage by using both the intra-
and inter-region potentials.

The one-stage process of Eq. (7) forms the final region map starting directly
from a sample of the IRF. Simultaneously the accuracy of segmentation is slightly
Fig. 10. Homogeneous regions found by segmenting the test collages of regular textures (the top row of the maps in Figure 8,g,h).

Fig. 11. Homogeneous regions found by segmenting the test collages of regular textures (the bottom row of the maps e–h in Figure 8).
Fig. 12. Region maps (b) and (d) and the corresponding homogeneous regions obtained by segmenting the training (a) and test (c) collages of regular textures D20, D36, D55, and D77, respectively.

improved in that the modified model yields smaller differences between the error rates for the training and test images. For instance, the two-stage segmentation in [8] results in the error rates of 2.6% and 29.0–35.2% for the training and test collages of the textures D3–D4–D5–D9 from [3], respectively, or 1.9% and 15.3–33.0% for the like collages of the textures D23–D24–D29–D34, and so forth. The one-stage segmentation based on the modified Gibbs model produces more predictable results for the test and training samples like 13.9% vs. 23.4–32.4% for the stochastic textures with very similar close-range pairwise signal statistics or 2.7% vs. 1.7–14.1% for the regular textures, respectively.

Our experiments show that the choice of most characteristic pixel neighbourhoods should be based not only on partial Gibbs energies of pairwise pixel interactions but also on the accuracy of segmentation. If the top-rank Gibbs energies correspond mostly to the close-range neighbourhoods then these latter can be efficient only for segmenting the textures with sufficiently different close-range pairwise signal statistics of the homogeneous regions.
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\textbf{Abstract.} Moiré phenomena occur when two or more images are non-linearly combined to create a new “superposition image”. Moiré patterns are patterns that don’t exist in any of the original images but appear in the superposition image for example as the result of a multiplicative superposition rule. The topic of moiré pattern synthesis deals with creating images that, when superimposed, will reveal certain desired moiré patterns. Conditions ensuring that a desired moiré pattern will be present in the superposition of two images are known, however they do not specify these images uniquely. The freedom in choosing the superimposed images can be exploited to produce various degrees of visibility and ensure desired properties. Performance criteria for the images that measure when one superposition is better than another are introduced. These criteria are based on the visibility of the moiré patterns to the human visual system and on the digitization which takes place when presenting the images on discrete displays. We here propose to resolve the freedom in moiré synthesis by choosing the images that optimize the chosen criteria.

1 Introduction

The term moiré comes from French where it refers to watered silk. The moiré silk consists of two layers of fabric pressed together. As the silk bends and folds, the two layers shift with respect to each another, causing the appearance of interfering patterns. The moiré technique for manufacturing clothes was developed in China a long time ago, and later introduced to France in 1754 by the English manufacturer Badger. Natural moiré phenomena can be seen in daily life, for example in the folds of a moving nylon curtain or when looking through parallel wire-mesh fences. The first scientific observations were made by Lord Rayleigh [1] who suggested to use the moiré phenomenon for testing quality of gratings.

Two goals exist in moiré patterns research. The first is the analysis of moiré patterns. This usually involves some physical situation in which moiré patterns appear either naturally or by human intervention. The task is to analyze and characterize the patterns. Most of the research in moiré patterns analysis deals with finding equations describing the moiré patterns. In moiré pattern synthesis the generation of certain moiré patterns is required. The synthesis process involves producing two images such that when these images are superimposed the required moiré patterns emerge. Moiré synthesis and analysis are tightly linked and understanding one task gives insight into the other.
Over the years different methods to model and analyze the moiré phenomenon have been suggested. We shall describe two main approaches to model the moiré phenomenon in the next section. Section 3 presents the moiré pattern synthesis problem and in section 4, criteria for measuring the performance of moiré patterns in a superposition are introduced. Section 5 discusses the integrability constraint which ensures that a certain vector field is a gradient field. Section 6 reviews some basic results from variational calculus and their use in moiré synthesis and section 7 addresses the problem of recovering the potential function of a gradient field. Section 8 concludes with some results and closing remarks.

Throughout this paper we will discuss the case of superposition of two images for the sake of simplicity. It is not too difficult to extend the results to several superimposed images. We will assume a multiplicative superposition rule. Such a rule is motivated by the multiplication effect implicit in laying transparencies on one another. It is, however, possible to consider other superposition rules [2]. The nonlinearity of the multiplicative superposition allows new frequencies, which do not exist in the original image to appear in the superimposed image. In fact nonlinearity is at the heart of the moiré phenomenon and linear superposition like addition does not elicit it (see Fig. 1).

2 Moiré Pattern Analysis

Two models for moiré pattern analysis are reviewed. The indicial equation method operates in the image plane and the Fourier domain method operates in the frequency plane. The following model description follow closely [3] in which more detailed descriptions appear.

2.1 The Indicial Equation Method

The simplest and oldest model for analyzing the geometric shape of moiré patterns in the superposition of two curvilinear gratings is the indicial (or parametric) equation method surveyed in [4] and [5]. This model is based on the curve equations of the original curvilinear gratings. If each of the original layers is regarded as an indexed family of curves, the moiré pattern of the superposition forms a new indexed family of curves, whose equations can be inferred from the equations of the original gratings.

According to this model the original images consist of black curves on a white background. The curves in each image are assumed to be the equal height contours of two dimensional functions. We thus have two images which consist of black curved gratings whose centerlines are the equal height contours of two functions \( \psi(x, y) \) and \( \phi(x, y) \) as follows

\[
\psi(x, y) = m \quad m \in \mathbb{Z} \\
\phi(x, y) = n \quad n \in \mathbb{Z}
\]  

(1)

Since the images are binary the multiplicative superposition is also an AND operator. Each of the curves in both images has an index given by the height
of the respective contour. As a result adjacent curves get adjacent integers as indices. We denote the indices of the curves on one image by an integer variable $m$ and the indices of the curves in the second image by the integer variable $n$. The coordinates $m, n$ define an $(m, n)$ net. In each point of the $(m, n)$ net, an $m$ and an $n$ curve intersect. The $(k_1, k_2)$ moiré curves are defined as the curves joining the intersection points of $m$ and $n$ curves whose indices obey $k_1 m + k_2 n = l$ where $k_1, k_2$ are constant integers and $l$ runs over the set of integers.

Conceptually by letting $m$ and $n$ vary continuously, the $(k_1, k_2)$ moiré curves obeying

$$ k_1 m + k_2 n = l \quad l \in \mathbb{Z} $$

become continuous curves, that may be regarded as equal-height contours of a new bivariate function $g(x, y)$.

The order of the $(k_1, k_2)$ moiré is defined to be the highest absolute value of $k_1, k_2$. The first order moirés are therefore the additive moiré $u + v = l$ and the subtractive moiré $u - v = l$. The first order moiré patterns are the curves connecting the intersection points of constant sum and constant difference of the curves index values. In Figure 2, (a) and (b) show two binary images whose curves correspond to equal height contours of a round summit. In (c) the superposition of (a) and (b) is exhibited and in (d) the superposition image is zoomed in. The subtractive moiré in (d) is described by the short diagonals of the curved parallelograms and the additive moiré is described by the long diagonals. Clearly, not all the $(k_1, k_2)$ moirés visually stand out. The visibility of the moiré patterns will be discussed in greater length later. Usually only first order moirés stand out - if at all. In the case of first order moirés sometimes only the additive or only the subtractive moiré stand out and sometimes no moiré is apparent. Substituting (1) in (2) results in eliminating the indices $m, n$

$$ k_1 \psi(x, y) + k_2 \phi(x, y) = l \quad l \in \mathbb{Z}. $$

\textbf{Fig. 1.} The two gratings in a and b are multiplied in c and added in d. Image brightness is scaled

\textbf{Fig. 2.} Subtractive and additive moiré in the indicial equation model
We can thus state that the centerlines of the \((k_1, k_2)\) moiré corresponds to the equal height contours of \(g(x, y) = k_1\psi(x, y) + k_2\phi(x, y)\). The indicial equation methods enables a complete geometric specification of the moiré curves based on the implicit geometric specification of the curves in the two original images as equal-height contours of bivariate functions. The indicial equation method has several drawbacks. In order to use the indicial equation we need explicit analytic expressions for the curves which may not be readily available. Although the method gives us a condition for the possible moiré curves, it does not tell us whether the moiré pattern will indeed be visible to the human eye. For example, consider the superposition of a family of horizontal lines and a family of vertical lines. The superposition will consist of small squares. There will not be any visible pattern although the first order moiré patterns are diagonal lines connecting the opposite vertices of each square.

2.2 The Fourier Domain Method

So far we assumed that the original images were binary images showing the equal height contours of \(\psi(x, y)\) and \(\phi(x, y)\) as black curves on a white background. We now generalize this setting through the concept of periodic profile.

The original images are allowed to be \(p(\psi(x, y))\) and \(p(\phi(x, y))\) where \(p(z)\) is a periodic function of one variable with period of one. If \(p(z)\) is taken to be a discrete impulse train: \(p(z) = 1\) when \(z \in \mathbb{Z}\) and \(p(z) = 0\) else, the images \(p(\psi(x, y))\) and \(p(\phi(x, y))\) reduce to binary images with curves representing equal-height contours of \(\psi\) and \(\phi\).

In this section we will restrict ourselves to linear \(\psi\) and \(\phi\): \(\psi(x, y) = p_1x + q_1y\), \(\phi(x, y) = p_2x + q_2y\), \(p_1, p_2, q_1, q_2 \in \mathbb{R}\). Note that \(p(\psi(x, y))\) and \(p(\phi(x, y))\) will be periodic images. In Figure 4 (a), a linear function \(\psi(x, y)\) is shown. In (b) (c) and (d), \(p(\psi(x, y))\) is shown, where the periodic profile \(p\) is a discrete impulse train, cosine and square wave grating respectively.
Although we here restrict ourselves to linear functions, results obtained in this case are useful since many functions can locally be approximated by a linear function (the first two terms of the 2D Taylor expansion).

The Fourier domain method analyzes the moiré pattern in the frequency domain. According to the convolution theorem, the multiplicative superposition rule in the image domain transforms to a two dimensional convolution between the spectra of the original images

\[ g(x, y) = p(\psi(x, y)) \cdot p(\phi(x, y)) \iff G(u, v) = \mathcal{F}[p(\psi(x, y)) \cdot \mathcal{F}[p(\phi(x, y))]. \]  

(4)

The Fourier transform of \( p(x) = e^{2\pi j f x} \) is \( P(u) = \delta(u - f) \). In the two dimensional domain the Fourier transform of \( p(x, y) = e^{2\pi j(f_1 x + f_2 y)} \) is \( P(u, v) = \delta(u - f_1, v - f_2) \). Since \( p \) is a periodic function, it can be expanded to a Fourier series \( p(x, y) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} c_{m,n} e^{2\pi j (mu_0 x + n\nu_0 y)} \) The Fourier transform of \( p(x, y) \) is readily obtained from the Fourier series decomposition and linearity of the Fourier transform \( P(u, v) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} c_{m,n} \delta(u - mu_0, v - n\nu_0) \). Furthermore, by the convolution theorem, \( G(u, v) \) consists of translated and scaled impulses as well.

Since \( \psi(x, y) = p_1 x + q_1 y \phi(x, y) = p_2 x + q_2 y, p(\psi(x, y)) \) and \( p(\phi(x, y)) \) have frequency components only in the direction of the gradients \( \nabla \psi \) and \( \nabla \phi \). This means that the frequency domain representation of \( p(\psi(x, y)) \) and \( p(\phi(x, y)) \) will have impulses only along the lines \( p_1 u + q_1 v = 0 \) and \( p_2 u + q_2 v = 0 \). This can also be seen from the fact that \( p(\psi) \) and \( p(\phi) \) are rotated 1D periodic functions on the \( x \) axis. Therefore, \( \mathcal{F}[p(\psi(x, y))] \) and \( \mathcal{F}[p(\phi(x, y))] \) are obtained by rotating the 1D spectra from the \( u \) axis by the same angles. In the case of a raised cosine profile \( p(\cdot) \) is given by \( p(\psi(x, y)) = \frac{1}{2} \cos(2\pi \psi(x, y)) + \frac{1}{2} \), and only three impulses will exist in the frequency domain. Two impulses at either sides of the origin are contributed by the cosine function. These two impulses are at distance one from the origin and lie along the line \( p_1 u + q_1 v \) where \( \phi = p_1 x + q_1 y \). The third impulse is contributed by the constant term and lies at the origin (see Figure 3).

The convolution of the impulse spectra is performed as a discrete convolution. The location of each impulse in the superposition spectrum will be the vectorial sum of the locations of two impulses, one from each original image. We will label the \( (k_1, k_2) \) superposition impulse as the impulse whose location is created by the vectorial sum of the \( k_1 \) impulse in the first original spectrum and the \( k_2 \) impulse in the second original spectrum. The amplitude of the \( (k_1, k_2) \) impulse is the product of the amplitudes of the \( k_1 \) impulse in the first original spectrum and the \( k_2 \) impulse in the second original spectrum.

Each impulse in the 2D spectrum is characterized by three main properties: its label, its geometric location and its amplitude. To the geometric location of an impulse, a frequency vector \( f \) is attached (in the frequency domain). This vector can be expressed in polar coordinates \( (f, \theta) \) where \( f \) is the distance of \( f \) from the origin and \( \theta \) is the angle of \( f \). In terms of the image domain, the

\[ F(u, v) = \int_{-\infty}^{\infty} F(u, v) e^{2\pi i (ux + vy)} du dv. \]
geometric location of an impulse in the spectrum determines the frequency \( f \) and the direction \( \theta \) of the corresponding periodic component in the image. The amplitude of the impulse represents the intensity of that periodic component in the image.

The geometric locations which include impulses in the superposition spectrum but do not include impulses in the original spectra represent the moiré patterns. These impulses represent new frequency components created by the superposition and not by one of the original images alone. Impulses which are labeled \( f_{(0,i)} \) or \( f_{(i,0)} \) for some \( i \) exist in one of the original images since \( f_0 \) represent the DC term.

In the case of other profiles such as square wave, we will have also higher order moiré impulses. The spectrum of a linear square wave grating is an infinite set of impulses along the frequency direction. Convolution of two such impulse trains will result in an infinite lattice covering the entire frequency plane.

However, we will show that the amplitude of impulses away from the origin tend to zero. We can disregard impulses with low amplitude since their effect on the image is small.

More formally, let \( p(z) \) be a periodic function whose values are bounded between 0 and 1. Then all its Fourier series coefficients (impulse amplitudes) have absolute values between 0 and 1: \( p(x) = \sum_{m=-\infty}^{\infty} c_m e^{2\pi j m f x} \), \( 0 \leq |c_m| = \left| \frac{1}{T} \int_{T} p(x) e^{2\pi j m f x} dx \right| \leq 1 \)

Furthermore, it is true for any convergent Fourier series that \( |c_m| \to 0 \) as \( |m| \) tend to \( \infty \). Moreover, if \( p(x) \) has \( n \) continuous derivatives, then its Fourier transform \( P(u) \) tend to 0 as \( |u| \to \infty \) at least as fast as \( 1/|u|^{n+1} \) (see [7] page 74): \( \lim_{|u| \to \infty} |P(u)| = O \left( \frac{1}{|u|^{n+1}} \right) \). Thus, the smoother the function, the more rapidly the coefficients of the series tend to zero.

Recall that the spectra of the original images is given by \( P(u) \) rotated along the frequency directions. Also, the amplitude of the \((k_1, k_2)\) impulse is the product of the amplitudes of the \( k_1 \) and \( k_2 \) impulses in the original images spectra. Therefore, the amplitude of the \((k_1, k_2)\) impulse in the superposition will tend to 0 faster than \( \left( \frac{1}{u_1 u_2} \right)^{n+1} \) where \( u_1 \) and \( u_2 \) are the locations of the \( k_1 \) and \( k_2 \) impulses.

The Fourier approach has the advantage that it enables to analyze the moiré patterns in the frequency domain which is a suitable domain for deciding the response of the visual system. In the case of nonlinear gratings, the spectrum of the gratings no longer consists of impulses and may be continuous. It is then impossible to analyze the superposition spectrum with the same ease as before.

However, a local frequency analysis can use the above results since any smooth function can be approximated by a linear function in a small enough region.

3 The Problem of Moiré Synthesis

Synthesis of moiré patterns is the generation of two images that when superimposed will reveal the intended moiré pattern. We restate the condition for the
generation of a certain moiré pattern. Let $\psi(x,y), \phi(x,y)$ be two 2-D functions and let $p(z)$ be a 1-D periodic function with period of unity. The superposition $p(\psi(x,y)) \cdot p(\phi(x,y))$ will contain the $(k_1, k_2)$ moiré pattern whose geometric layout is the equal height contours of $g(x,y)$ if the following condition holds

$$g(x,y) = k_1\psi(x,y) + k_2\phi(x,y).$$

This condition determines $\phi$ completely from $g$ and $\psi$. There is, however, a degree of freedom in choosing $\psi$ or $\phi$. The moiré pattern described by $g$ will stand out visually for some choices of $\psi$ and yet it may be hidden for other choices due to the inherent filtering process of the human visual system.

We will first determine criteria for evaluating the superposition image. Based on these criteria we will choose $\psi$ and $\phi$ that will satisfy (5) and optimize our performance criteria.

From here on, we will deal with synthesis of first order $(1, -1)$ moiré patterns since higher order moiré patterns are generally less dominant (see section 2.2). Synthesis of the $(1,1)$ or higher order moiré patterns requires some straightforward modifications.

4 Performance Criteria

When synthesizing moiré patterns we have to choose $\psi$ and $\phi$ from an infinite set of functions which satisfy (5). In this section we propose criteria to estimate the visual performance of the moiré. Based on these criteria we can decide whether one choice of $\psi$ and $\phi$ that satisfy (5) is better than another. In section 7 we use these criteria to optimally choose $\psi$ and $\phi$.

We will first consider performance criteria for linear moiré. We assume that the superposition image and the resulting moiré patterns are approximately linear in a small enough region. Based on local analysis and the results for linear moiré performance we will formulate criteria for general moiré patterns.

4.1 Linear Moiré Performance

The filtering process of the human visual system is nicely demonstrated in two simple experiments. A figure of cosine vertical bars with continuously varying frequencies and amplitudes (see [8] Figure 2.4-3 p. 35) demonstrates sensitivity to the spatial frequency of the cosine bars. Comparing a figure of a checkerboard with a rotated duplicate (see [9] Fig. 5.2 p. 83) demonstrates the non-isotropy of the visual system filtering: The human visual system is more sensitive at 0 and 90 degrees than at 45 degrees to changes with equal contrast and frequency.

The contrast of a pattern $I$ is defined by $C = \frac{I_{max}-I_{min}}{I_{max}+I_{min}}$ where $I_{max}$ and $I_{min}$ are the maximum and minimum intensities in the pattern respectively. For an absolute uniform image, $I_{max} = I_{min}$ and $C = 0$. For a square wave gratings, $I_{max} = 1, I_{min} = 0, C = 1$. Since the denominator is proportional to the mean intensity, contrast can also be considered as the degree of modulation
of intensity above the mean. For sinusoidal gratings the contrast is proportional to the amplitude.

The contrast sensitivity function (CSF) of a system is defined as \( \text{CSF} = \frac{\text{output contrast}}{\text{input contrast}} \). It is not always feasible to measure the output for humans in a completely controlled fashion. Necessarily, psychological experiments are used, requiring many assumptions about the system behavior.

The experimental procedure for measuring the CSF involves presenting each of a set of vertical sinusoidal gratings on a visual display to a viewer who can vary the contrast control while maintaining constant average luminance. For a given pattern coarseness, the viewer is asked to adjust the contrast until the grating is just barely distinguishable. The threshold of contrast perception \( c(u) \) is obtained at different spatial frequencies and the contrast sensitivity function is \( \text{CSF}(u) = \frac{\alpha}{c(u)} \) (the constant \( \alpha \) is assigned to barely distinguishable contrast).

Dooley (see [10] p. 118) has provided the following equation to fit the data from the above experiments \( \text{CSF}(u) = \left| 5.05 \left( e^{-0.138u} \right) \left( 1 - e^{0.11u} \right) \right| \) where \( u = 2\pi f \), \( f \) is the spatial frequency along the \( x \) axis in cycles per degrees and \( \alpha = 0.005 \).

A review of the non-isotropy of the visual system [11], describes results of the following experiment. Gratings were presented to a viewer at different angles and different distances. The distances at which the gratings were barely visible represent the sensitivity of the visual system to orientations.

As a measure of the visibility of an impulse whose location on the frequency plane is \( f \) we take

\[
V(f) = H_1(\|f\|) \cdot H_2(\angle(f))
\]

(6)

Where \( H_1 \) and \( H_2 \) are the functions obtained from the above two experiments.

Recall that for the raised cosinusoidal profile we have only the first order moiré. In moiré pattern synthesis, we receive the desired pattern \( p(g(x, y)) = p(p, x + q, y) \) as input. The gradient of the desired pattern \( \nabla g = (p, q) \) points at the required frequency direction. In addition, \( 1/\|\nabla g\| \) is the distance between two adjacent periods of \( p(g(x, y)) \). Therefore the magnitude of the spatial frequency of \( p(g(x, y)) \) is \( \|\nabla g\| \). In other words, for \( p(g(x, y)) \) to appear as the \((1, -1)\) moiré, \( f_{(1,-1)} \) should be equal to \( \nabla g \). Since in moiré synthesis we receive \( g \) as input, the location of \( f_{(1,-1)} \) is set by \( \nabla g \) when (5) is satisfied.

The freedom in choosing different \( \psi \) and \( \phi \) that satisfy (5) allows controlling the location of \( f_{(1,1)} \). For the \((1, -1)\) moiré to be visible, we should minimize the visibility of the \((1, 1)\) moiré. The optimal \( \phi_{opt}, \psi_{opt} \) for this minimization is

\[
\phi_{opt} = \arg \min_{\phi} H_1(\|f_{(1,1)}\|) \cdot H_2(\angle(f_{(1,1)}))
\]

(7)

\[
\psi_{opt} = g + \phi_{opt}
\]

(8)

\( f_{(1,1)} \) can be computed by \( f_{(1,1)} = f_{\phi} + f_{\psi} = \nabla \phi + \nabla \psi = 2\nabla \phi + \nabla g \) where we used the following result \( g = \psi - \phi \Rightarrow \nabla \psi = \nabla g + \nabla \phi \).

As \( \|\nabla \phi\| \) is increased, the frequency vector that corresponds to the \((1, 1)\) moiré becomes larger in magnitude. According to the visibility function (6) this
means that the visual system will be less responsive to this frequency, hence the
performance will improve as \( \| \nabla \phi \| \) is increased.

Such uncontrolled improvement in the performance becomes problematic
when we use digital media to represent the images. As we further increase \( \| \nabla \phi \| \)
we will get an additional strong unwanted moiré between the grating and the
pixel frequency of the display due to aliasing.

To account for this effect in the performance criteria, another term \( M \), will
be added to (6) as follows

\[
V(f_{(1,1)}) = H_1(\| f_{(1,1)} \|) \cdot H_2(\text{angle}(f_{(1,1)})) + M(\| f_{(1,1)} \|)
\]

This term will become dominant for very high frequencies and prevent the
unbounded decrease in (9). This digitization term \( M(\| f_{(1,1)} \|) \) should be negligible
for low frequencies and dominant for high frequencies. In addition to choosing
\( M \) with these properties, we should choose the crossing point

\[
M(\| f_{(1,1)} \|) = H_1(\| f_{(1,1)} \|) \cdot \min H_2(\text{angle}(f_{(1,1)}))
\]

with care. To do so the function \( M(\cdot) \) was chosen to be of the form \( M(\cdot) = m \tilde{M}(\cdot) \)
where \( \tilde{M}(\cdot) \) is an increasing polynomial and \( m \) is a parameter. \( m \) is determined in
order to set the crossing point (10) as described below. We define the digitization
threshold \( T_f \) as the frequency at which two periods of the gratings \( \psi \) and \( \phi \) start
to merge on the display. We denote \( \tilde{\phi} \) and \( \tilde{\psi} \) as the functions computed by
equations (7) and (8). We would like \( \| \nabla \tilde{\phi} \| \) and \( \| \nabla \tilde{\psi} \| \) to be smaller than the
digitization threshold by \( \epsilon_1 > 0: \| \nabla \tilde{\phi} \| < T_f - \epsilon_1, \| \nabla \tilde{\psi} \| < T_f - \epsilon_1 \).
Since the choice of \( M \) affects the choice of \( \tilde{\phi} \) and only then \( \tilde{\psi} \) is computed, we will explore
the relation between \( \| \nabla \phi \| \) and \( \| \nabla \psi \|: g = \psi - \phi, \nabla \psi = \nabla g + \nabla \phi, \| \nabla \psi \| = \| \nabla g + \nabla \phi \| \leq \| \nabla g \| + \| \nabla \phi \|. \) If the condition \( \| \nabla \tilde{\phi} \| < T_f - \epsilon_1 \) holds, we have
\( \| \nabla \tilde{\psi} \| \leq T_f - \epsilon_1 + \| \nabla g \| \)

We denote the frequency of the crossing point as \( f_{cp} \). If we assume that
\( \| \nabla \tilde{\phi} \| \leq f_{cp} + \epsilon_2, \epsilon_2 > 0 \) we arrive at the following result: If we choose the
crossing point frequency \( f_{cp} \) according to \( f_{cp} \leq T_f - \| \nabla g \| - \epsilon_1 - \epsilon_2, \tilde{\phi} \) and \( \tilde{\psi} \)
will satisfy \( \| \nabla \tilde{\phi} \| \leq T_f - \epsilon_1 - \| \nabla g \|, \| \nabla \tilde{\psi} \| \leq T_f - \epsilon_1 \). Intuitively, the value
of \( \epsilon_1 \) represents how much we would like to stay away from the digitization
threshold and \( \epsilon_2 \) represents the possibility that the minimization procedure will
carry \( \| \nabla \tilde{\phi} \| \) beyond the crossing point.

4.2 Performance of Non-linear Moiré Patterns

The visibility of the \((1,1)\) moiré in a general superposition over a region \( \Omega \) is
defined as \( W(f_{(1,1)})(\Omega) = \iint_{\Omega} V(f_{(1,1)}(x,y)) \, dx \, dy \) where \( V(f_{(1,1)}(x,y)) \) is the
function defined in (9). Over a discrete image \( I \) of size \( M \times N \) we have

\[
W(f_{(1,1)})(I) = \sum_{i=1}^{M} \sum_{j=1}^{N} V(f_{(1,1)}(i,j))
\]
5 The Integrability Constraints

When minimizing the visibility of the (1, 1) moiré equation (11) depends on $f_{(1,1)}(x, y) = 2\nabla \phi(x, y) + \nabla g(x, y)$. Since (11) depends explicitly on $\nabla \phi$, we may state the optimization problem as

$$\text{for each } (i, j) \text{ find } \nabla \phi_{opt}(i, j) \text{ that will minimize } V(f_{(1,1)}(i, j)).$$

The problem with such a scheme is that the obtained vector field $\nabla \phi_{opt}$ may not be a conservative field. This means that no function can be found, that $\nabla \phi_{opt}$ will be its gradient.

Enforcing the integrability test for $\nabla \phi$, we are led to the following problem:

$$\nabla \phi_{opt} = \arg \min_{\nabla \phi} W(f_{(1,1)})(I) \quad \text{(12)}$$

subject to: $\phi_{2y} = \phi_{yx}$

As we shall see in the next section our variational solution will not impose integrability as a hard constraint, but we shall enforce it approximately via a penalty term.

6 Results from Variational Calculus

In this section we will state some results from variational calculus that are used in the following sections. For the cases below see also [12] and for a more complete description with derivations refer for example to [13] or [7].

The calculus of variations deals with minimizing functionals. A functional is a function from a set of functions to the real line. A fundamental result of the calculus of variations is that the extrema of functionals must satisfy an associated differential equation called the Euler equation over the domain.

The Euler equation is a necessary but not sufficient condition for the existence of an extremum. By extrema we mean local minima, maxima and inflection points. We assume that all functions and functionals are continuous and have derivatives. Another assumption is that the functional values are positive.

For example a functional $I_1$ which depends on a bivariate function $z(x, y)$ as follows $I_1[z] = \iint_{\Omega} F(x, y, z, z_x, z_y)dx dy$ yields the following Euler equation

$$F_z - \frac{\partial}{\partial x} F_{z_x} - \frac{\partial}{\partial y} F_{z_y} = 0.$$ 

The functional $I_2$ which depends on the gradient of $z(x, y)$, i.e. $\nabla z(x, y) = (p(x, y), q(x, y))$ as follows $I_2[p, q] = \iint_{\Omega} F(x, y, p, q, p_x, p_y, q_x, q_y)dx dy$ yields a coupled set of differential Euler equations $F_p - \frac{\partial}{\partial x} F_{p_x} - \frac{\partial}{\partial y} F_{p_y} = 0, F_q - \frac{\partial}{\partial x} F_{q_x} - \frac{\partial}{\partial y} F_{q_y} = 0$. The Euler differential equations require boundary conditions to have a specified solution. However, in many problems there are no imposed prior conditions on the boundary values or the behavior of the function at the boundary may be restricted by some general conditions. In such cases, the variational calculus supplies us with further conditions for the boundary values. These conditions
are also necessary conditions for the functional to be stationary with respect to variations (see [7] page 208). Such conditions are called natural boundary conditions. In the case of \( I_1 \), the natural boundary condition is \((F_{x_0}, F_{y_0}) \cdot n = 0\) where \( n \) is the normal to the parametric curve representing the boundary of \( \Omega \). For \( I_2 \), the natural boundary conditions are \((F_{p_x}, F_{q_y}) \cdot n = 0\), \((F_{q_x}, F_{q_y}) \cdot n = 0\).

Recall that the visibility of the \((1, 1)\) Moiré in a small area surrounding \((x, y)\) is expressed by \( V(p(x, y), q(x, y)) \) where \((p(x, y), q(x, y)) = \nabla \phi \). Adding a penalty term which represent the integrability constraint and squaring \( V \) results in the following functional

\[
I[p, q] = \iint_\Omega \left( V^2(p, q) + \lambda(p_y - q_x)^2 \right) \, dx \, dy. \quad (13)
\]

Equation (13) is in \( I_2 \) form and its Euler equations are

\[
-VV_p + \lambda(p_{yy} - q_{xy}) = 0, \quad -VV_q + \lambda(q_{xx} - p_{yx}) = 0 \quad (14)
\]

By discretizing (14) the following iterative scheme is obtained

\[
\begin{align*}
\tilde{p}_{i,j}^{k+1} &= \tilde{p}_{i,j}^k - \frac{1}{2} \tilde{q}_{i,j}^k - \frac{1}{2\lambda} V(p_{i,j}^k, q_{i,j}^k) V(p_{i,j}^k, q_{i,j}^k) \\
\tilde{q}_{i,j}^{k+1} &= \tilde{q}_{i,j}^k - \frac{1}{2} \tilde{p}_{i,j}^k - \frac{1}{2\lambda} V(p_{i,j}^k, q_{i,j}^k) V(p_{i,j}^k, q_{i,j}^k) \\
\bar{p}_{i,j} &= \frac{p_{i,j+1} + p_{i,j-1}}{2}, \quad \bar{q}_{i,j} = \frac{q_{i+1,j} + q_{i-1,j}}{2} \\
\tilde{p}_{i,j} &= \frac{p_{i+1,j+1} + p_{i-1,j-1} - p_{i+1,j-1} - p_{i-1,j+1}}{4} \\
\tilde{q}_{i,j} &= \frac{q_{i+1,j+1} + q_{i-1,j-1} - q_{i+1,j-1} - q_{i-1,j+1}}{4}
\end{align*}
\]

The choice of including the integrability constraints as a penalty term works better than other approaches that try to strictly enforce the integrability constraints [12]. The parameter \( \lambda \) enables control of the trade-off between a “smoother” vector field that will enable better recovery of \( \phi \) and a vector field which reaches lower visibility.

As initial conditions, we took an arbitrary vector field. The boundary conditions are described in section 9. Note that the natural boundary conditions in this case reduce to the integrability condition \( p_y = q_x \) on boundary.

7 Recovering Height from Gradient

7.1 Height from Gradient Problem

The height from gradient problem deals with following problem: Given a vector field \( F(x, y) \), find a function \( \phi(x, y) \) such that \( \nabla \phi(x, y) = F(x, y) \).

Note that the solution \( \phi \) is not unique since adding a constant term to \( \phi \) will result in another solution to the problem. This problem can therefore be
classified as an initial value problem: Given an initial value at some location \( \phi(x_0, y_0) \) and \( \mathbf{F}(x, y) \), find \( \phi(x, y) \) for all the region.

A simple solution to this problem is

\[
\phi(x, y) = \phi(x_0, y_0) + \int_C \nabla \phi \cdot dl.
\]

Where \( C \) is a curve from \((x_0, y_0)\) to \((x, y)\). This method allows us to compute \( \psi \) completely once an initial value \( \psi(x_0, y_0) \) is determined. The problem with equation (15) is that it is numerically unstable. A height value at some point would, in the presence of noise, depend on the integration path that was taken. It is better to find a best fit surface \( \phi^* \) to \( \phi \). This can be accomplished by a variational calculus setting [12]. The variational approach to height from gradient is discussed in the next subsection.

7.2 Variational Calculus Setting for Height from Gradient

Given the vector field \( \mathbf{F}(x, y) = (p(x, y), q(x, y)) \) and a possible approximate solution \( \phi^* \) we wish to minimize the following functional

\[
\iint_{\Omega} (\phi^*_x - p)^2 + (\phi^*_y - q)^2 dxdy
\]

Calculating the Euler equation for (16) yields \( \Delta \phi^* = p_x + q_y \) Where \( \Delta \phi^* \) is the Laplacian of \( \phi^*: \frac{\partial^2 \phi^*}{\partial x^2} + \frac{\partial^2 \phi^*}{\partial y^2} \). This equation is a second order elliptic PDE called Poisson equation. The Poisson equation is widely studied and many procedures for numerical solutions exist. In our experiments we used two methods to solve this equation. One is a multigrid method and the other is based on sine transforms and tridiagonal solutions [14].

Once again, note that this equation does not uniquely specify a solution without further constraints. In fact, we can add any function \( h \) that satisfy \( \Delta h = 0 \) to the solution. For this particular problem, the natural boundary conditions are \( (\phi^*_x, \phi^*_y) \cdot \mathbf{n} = (p, q) \cdot \mathbf{n} \) where \( \mathbf{n} \) is the normal to the boundary \( \mathbf{n} = \left( -\frac{dy}{ds}, \frac{dx}{ds} \right) \). With these boundary conditions, the solution is still not unique, since an arbitrary constant can be added to \( \phi^* \) without changing the functional. To get a unique solution, one can fix arbitrary height at some point.

8 Experimental Results and Conclusions

When solving (14) we have to specify a boundary condition and an initial value. The initial value is \( p_{i,j}^0, q_{i,j}^0 \) for all \( i, j \) in the domain. The boundary condition is the update rule from one iteration to the next along the boundary of the domain. Since we have no apriori knowledge of the boundary values, we will consider two methods for updating the boundary values between iterations.

If we have additional knowledge on the desired \( p \) and \( q \) we may be able to incorporate this knowledge into the boundary condition. For example, if the
desired pattern can be rolled along the $x$ and $y$ axis up to form the surface of a three dimensional torus or donut, periodic boundary conditions can be used.

In periodic boundary conditions, the boundary value in the next iteration is taken from the computed values along the opposite boundary. For the case of an image $I$ of size $N \times N$, the update rule is $p^{k+1}_{i,1} = p^k_{i,N-1}$, $p^{k+1}_{i,N} = p^k_{i,2}$, $p^{k+1}_{1,i} = p^k_{N-1,i}$, and the boundary of $q^{k}_{i,j}$ is updated in a similar manner. Periodic boundary conditions will perform well for periodic shapes, but this is hardly the general case. In the general case, if we knew $p_y, q_x$ on the boundary we could update the boundary values by integration $p(1, j) = p(1, j - 1) + \int_{j-1}^{j} p_y(1, t) \, dt$, $p(N, j) = p(N, j - 1) + \int_{j-1}^{j} p_y(N, j) \, dt$, $p(i, 1) = p(i, 2) - \int_{2}^{1} p_x(i, t) \, dt$, $p(i, N) = p(i, N - 1) + \int_{N-1}^{N} p_x(i, t) \, dt$. The values of $q$ can be similarly updated. The integration can be numerically approximated by the trapezoidal rule.

We now turn to the problem of approximating the derivatives in the update equations. We can approximate $q_x(i, 1), q_x(i, N), i = 2 \ldots N - 1$ by central difference formula. The values of $q_x(1, j), q_x(N, j)$ can be approximated by forward or backward formulas. We can now use the fact that $p$ and $q$ satisfy $p_y = q_x$ on the boundary to compute $p_y$ needed for the above computation.

To evaluate the algorithm it would be desirable to synthesize moiré patterns whose optimal $\phi$ and $\psi$ is known. We could then compare the optimal $\phi$ and $\psi$ with the functions found by the minimization process.

Finding optimal $\phi$ and $\psi$ for arbitrary moiré patterns require exhaustive search over a function space. Such search is, in the general case, clearly impractical. However, for certain moiré patterns, optimal synthesis can be computed without exhaustive search. An example of such moiré patterns is linear patterns. From the structure of the optimality criterion it is clear that the optimal $\nabla \phi$ should be constant throughout the image. The optimal $\phi$ should therefore be a linear image.

To find the optimal $\phi$ we proceed as follows. Every linear function $\phi$ is characterized by two parameters $(p, q) = \nabla \phi$. Finding the optimal $\phi$ reduces in this case to evaluating the performance criteria over $\mathbb{R}^2$. The optimal $\phi$ is not unique since the performance criteria is symmetric with respect to reflection around the lines $x = 0, y = 0, x = y, y = -x$. In other words, $V(p_0, q_0) = V(p_0, -q_0) = V(-p_0, q_0)$ and so on. We then check the solution found by the iterative scheme. Starting from an initial condition of $(p, q) = (0, 1)$ and using the boundary conditions we arrive at the solution whose gradient is identical to one of the optimal gradients. The initial values are shown in Fig. 5 and the values at iteration 20 are shown in Fig. 6. The dashed vector represent the gradient of the original linear image and the solid vectors represent the computed $\nabla \phi$.

It is interesting to start with two functions, create a superposition and feed this superposition to the iterative procedure. In general, the solution will not be the same as the two original functions. The reason for this is that probably the superposition we started with was not optimal or that the algorithm converge to a different local minimum.
However, we succeeded in calculating the two original functions in the following case. We start with two ellipses whose centers are shifted along the x axis. The equations for two such ellipses are \( \frac{(x-s)^2}{a^2} + \frac{y^2}{b^2} = h^2 \), \( \frac{(x+s)^2}{a^2} + \frac{y^2}{b^2} = k^2 \). The indicial equation is \( h - k = p \) By elimination of \( h \) and \( k \) from these equations and after some rearrangements the following equation is obtained [4] \( \frac{4x^2}{a^2 p^2} - \frac{(y^2/4 - b^2 s^2)}{a^2 p^2} = 1 \) which represents a hyperbola parameterized by \( p \). Indeed, when we used the synthesis algorithm to produce hyperbolic moiré patterns, such ellipses were found. In Fig. 7 results are shown for natural boundary conditions. The iterative process converged fast in our experiments. Usually after about 200 iterations, there was no apparent change in the images. The parameter \( \lambda \) allows controlling the “smoothness” of the solution. The results in Figures 8 were obtained for \( \lambda = 200 \). Compare these images with Figure 9 which was obtained for \( \lambda = 1000 \).

A periodic profile of a face image is shown in Figure 10. The computed \( \phi \) and \( \psi \) and the superposition image is shown in Figures 11,12.

The suggested visibility criterion seem to produce good results especially in simple cases such as Fig. 7. In more complicated images (such as the face images) the optimization algorithm seem to converge to a local minimum and the final result depends on the initial conditions. Although in the general case the boundary condition is unknown, experimental results show that this affects only solution pixels near the boundary.

The results of this work suggest another application area for moiré synthesis. If the desired pattern is smooth, the two original images bear little or no resemblance to the desired pattern. The desired pattern is created by the nonlinear superposition from both images. Moiré pattern synthesis may then be used for some sort of visual cryptography. Instead of transmitting the image on an unsecured channel, it is possible to transmit two images which create a moiré pattern of the desired pattern. However, note that for non-smooth images such as the face image areas of discontinuities may disclose the boundary of the face in \( \psi \) and \( \phi \).

A method for visual cryptography for binary images has been proposed in [15] that allows perfect reconstruction but the reconstructed image is half the resolution of the transmitted images. Extending this method for gray-level images will require transmitting two very large images. In moiré synthesis, perfect
**Fig. 7.** Hyperbolic patterns, results for natural boundary conditions

**Fig. 8.** Result for $\lambda = 200$

**Fig. 9.** Result for $\lambda = 1000$

**Fig. 10.** Periodic profile of a face image

**Fig. 11.** $\psi$ and $\phi$ computed for Fig. 10

**Fig. 12.** The superposition of the images in Fig. 11
reconstruction is not possible. However, as is seen in the previous examples, it is often easy to recognize the pattern from the superposition. Our performance criteria were designed for visibility of the moiré patterns. Other applications, such as true visual cryptography certainly require different performance criteria. The optimization scheme, however, may remain the same.

In our scheme for moiré synthesis the superposition image consists of low frequency and high frequency components. The low frequency components represent the desired pattern and zero order moiré patterns. The high frequency components represent the (1, 1) moiré terms which were “pushed” outside the visibility circle and higher order moirés. We can therefore apply low-pass filtering to the superposition image to enhance the desired pattern. If in addition, the periodic profile does not have a DC term, zero order moiré do not exist and hence we expect better reconstruction.
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\textbf{Abstract.} We have developed a new stochastic image rendering method for the compression, description and segmentation of images. This paintbrush-like image transformation is based on a random searching to insert brush-strokes into a generated image at decreasing scale of brush-sizes, without predefined models or interaction. We introduced a sequential multiscale image decomposition method, based on simulated rectangular-shaped paintbrush strokes. The resulting images look like good-quality paintings with well-defined contours, at an acceptable distortion compared to the original image. The image can be described with the parameters of the consecutive paintbrush strokes, resulting in a parameter-series that can be used for compression. The painting process can be applied for image representation, segmentation and contour detection. Our original method is based on stochastic exhaustive searching which takes a long time of convergence. In this paper we propose a modified algorithm of speed up of about 2x where the faster convergence is supported by a dynamic Metropolis Hastings rule.

1 Introduction

Images can be interpreted in several ways by decomposition into basic functions: strokes [4, 5], fractals [1], etc. Each of these is natural in some sense: strokes are good representations of letters or shapes, Gabor-functions [8] are natural for human sensation, fractals originate from the self-similarity. When we look at some images or image scenes, we usually search for familiar features. This is exploited in fine arts: small details are sometimes neglected while the main features are enhanced.

Nonlinear partial differential equations [6] can be used for enhancing the main image structure. When compressing the image, anisotropic diffusion, based on the scale-space paradigm, can enhance the basic image features to get visually better quality [10].

\* This work was partly done during the stay of T. Szirányi at Ariana project, INRIA, 2000
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Good effects of structured diffusion can be achieved by Gibbs reaction-diffusion method of [14]. A set of about dozen filters is applied to build a potential function for minimization through a stochastic process. Surprisingly good restoring and hiding effects can be demonstrated. This method needs some prior model and it results in partly isotropic morphology.

In our previous paper [11] we introduced a method to follow a painter’s process by using simplified artificial strokes. It is not an image-filtering to get a painting-like isotropic transformation. Other image-painting methods of computer graphics deal with model- or edge-controlled methods [e.g. 3,7]. These methods can serve as interesting visual effects (e.g. impressionist style, brush-splines), but they are different from the quality of a ‘real-scene’ painter (e.g. old-fashion portrait painters or S. Dali). Our first goal is to simulate the painting process to get a picture similar to a ‘real-scene’ painting where the purpose of the painter is to portray something which looks like to be a real scenery. We deal with a method copying the real visual world into a pleasant form rather than with the artistic interpretation of some special style. Small articles are elaborated with fine brushes, while plain surfaces are painted with greater strokes. On the other hand, the sequential parameters of the consecutive strokes can be applied for image description or some moderate compression as well. We can see that our method enhances the main features, which can easily be followed by eye. The strokes guide our sight.

However, this stochastic stroke-searching and -rendering are exhaustive processes. Any new trial (a new stroke with the color in question) will be accepted if it reduces the distortion. Positioning of a stroke is a random proposal (to avoid ramble-generated “structures”), while the accept/reject decision of the proposed stroke is controlled by the given stage only, namely it is a Markov Chain process.

By selecting an appropriate Monte Carlo Markov Chain (MCMC) process, the exhaustive searching can be replaced with a random decision based on density-approximation of the distribution of the distortion error of strokes. The problem is with the target density: it should be a dynamic definition to avoid the return to the exhaustive search or to fall into the first local minima.

2  The Basic Concepts of the Paintbrush Algorithm [11]

Here we would like to take the human behavior and sensation when looking at and reproducing the visual word into considerations. When looking at an image, there is a very usual way of understanding the visual information:

- Looking at the main outline of the image,
- Looking for the objects,
- Finding small details,
- Relaxed scanning (wandering) on the image.

When interpreting the image content in a visual form, such as representational painting, the re-creation of the image can proceed a similar way:
• Outlining the main areas,
• Elaborating objects,
• Refining the small details.

In both cases (understanding and reproducing) there is a well-defined scale-space line. First the large details, then the finer details are proceeded. In this aspect the representational painting is similar to the anisotropic diffusion that is based on the scale-space theory [6] based on PDEs. However, there is a very important difference between the two scale-space approaches, namely: Anisotropic diffusion enhances the main edges but smoothes the others, while the present paintbrush transformation has sharp edges at any stage. We get sharp details even in the case of small or low-contrast areas. In the latter sense representational painting gives better segmentation than the anisotropic diffusion. The effect is similar to that of Markov Random Field segmentation [2]. However, MRF has the drawback that the possible number of “colors” is limited to achieve good segmentation in a finite time.

The other important viewpoint is the question of the finest details of an image. When the image contains too many fine details (e.g. sharp photo), our sight may be disturbed by the unnecessary small details. If the image is compressed previously by a function-set of e.g. Cosine or Wavelet functions, then the image results in annoying artifacts in the range of fine details. We can remove the annoying fine information contents at the cost of smoothing the sharp segment-contours. On the contrary, we see a practical effect when we are looking at an image from a distance:

• In case of artwork painting, the visual effect could be perfect, giving high contrast to represent the objects;
• Getting closer to the painting, we can see sharp edges (paintbrush-strokes), but there is a point where there are no more fine details behind it.
• We can relax when looking at the image, since there are no details, which are quivering when scanning through.

When defining what we expect from a new process that follows the main features of representational painting, we can define the main concepts of the new algorithm:
1. It should have sharp edges at any level of image-construction;
2. There are no fine details below a limit;
3. There are sharp edges at the finest level as well;
4. From a given distance the image must give the same visual scenery as the original.

In the following space we can see that the above constraints can be fulfilled by a method, which follows the generation of painting by using different sizes of paintbrush strokes.

3 Our Previous Algorithm

Main steps of the original algorithm of [11] to generate paintbrush strokes follow:
1) Starting with the rawest brush-size;
2) or Selecting the next, smaller brush-size ($\delta$);
   • If the finest scale is over then, Goto 14;
3) $C_{\phi\delta}$: Convolving the $I$ input image by brush-distributions depending on orienta-
   tion $\phi$ and brush-size $\delta$. At $\delta$ brush-size we have at least 8 $C_{\phi\delta}$ maps due to the $\phi$
   orientations. This map-series is necessary to estimate the brush-color anywhere in
   the image without further brush-stroke tuning.
4) $D$: Difference image between the original $I$ and the present iterated stage $X$;
5) $A$: Absolute or square values of the $D$ difference image to get a distortion-map;
6) If the error-summation over $A$ converges too slowly
   • then Goto 2;
7) $E$: Convolving the $A$ error image by a smoothing due to the diameter of the $\delta$
   brush-size;
8) Calculating histogram of the distortion-map $E$, defining a threshold value where
   the probability of higher errors is $\epsilon$;
9) Randomly choose a $x,y$ position in the image and a $\phi$ brush-orientation;
10) If the distortion value of $E$ at the pixel position of $x,y$ is in the upper region of the
    distortion-histogram with probability $\epsilon$, then
    • give the color of $C_{\phi\delta}(x,y)$ to the brush-stroke centered at position $(x,y)$ with the
      actual $\phi$ orientation and $\delta$ brush-size;
    • or, in case of large strokes, give the color of the majority vote in the brush-area
      of the original $I$ image to the brush-stroke centered at position $(x,y)$;
11) Cover the painted image by the pattern of this brush-stroke;
12) If the error-summation between the original and present stage image over the
    area of this stroke is decreasing,
    • then accept the new stroke;
    • else reject and restore the previous stage in the stroke-area;
13) If the counter of the brush-strokes is smaller than a limit-number,
    • then Goto 9;
    • else Goto 4;
14) Ready.

After completing the rendering process, redundant strokes (fully covered by con-
secutive strokes) are eliminated from the code of the stroke-series. It usually results in
a 20-50% decrease of the number of mounted strokes. Presently, the number of the
possible $\phi$ stroke-orientations is 8.

We can see that our algorithm is stochastic, error-controlled and multiscale. In our
present experiments brush-strokes are simple rectangles (see Figure 1). Since strokes
need relatively great convolutions, the $C_{\phi\delta}$ maps are generated in the Fourier domain.
If the process is not random enough (forcing any prior structural constraints when
placing a stroke, as considering and modeling ‘edgy’ places), the result may suffer
from structural side-effects, like strong and disturbing contours.

The method has been tested for several parameter sets and test images. Some of the
resulted images can be found in Figure 2. The “painted” images seemed to have high
quality at the last phase with the finest brush. However, at every stage the edges are
sharp and the patterns and textures are appropriate. It is interesting to note that the
sharp edges and patterns can be generated without any a priori definitions of contours or textured places.

![Image](image_url)

**Fig. 1.** Painting strokes with border (left) and without border (right) to demonstrate the non-structured random searching of the process (detail of test image “Barbara”).

This method demonstrates that a fully random searching process generating brush-strokes can result in a high quality and pleasant-to-see image. This method takes about 10-30 minutes on a Pentium III PC when generating a 512x512 image. However, it can be easily implemented in parallel processor-arrays at high speed, like MRF-based algorithms in [12]. Since the above method is a ‘brute-force’ algorithm with an exhaustive stochastic searching, any development in the convergence speed and compactness of the generated code of the stroke-series may help in the applications.

4 Generating Series of Strokes Constituting a Markov Chain with Respect to the Metropolis-Hastings [9] Rule

When generating strokes to cover a patch on the image, the process is random: there is a target-density to constrain for the bounding errors and the proposal density depends on the characteristics of the painting process. First, we overview some Metropolis Hastings algorithms that we may use in the sequel.

The paintbrush rendering as originally described in [11] is a brute-force algorithm when considering its goal-function, error-bound and convergence. Applying MH methods, we hope to reach better-defined algorithms, with explicable effects and distributions and well-proven convergence properties.
Fig. 2. Painting stages at different brush-sizes of image “Lena”, “Leopard”, and “Goldhill” (Number of the scales of brush-strokes was up to 10).

The goal of the painting process is to get a stroke-patched image which differs from the original one by less than a minimum mean-error, the difference being smaller than some minimum for any stroke-position. It can be best described by using an appropriate target density for the similarity-error over the individual strokes.

The individual event \( X^{(t)} \) generates a paintbrush stroke at a position (coordinate of its reference point and the tilting angle) \( S^{(t)} \) and with color \( C^{(t)} \). The distortion error between \( X^{(t)} \) and the original image in the area of \( X^{(t)} \) is \( E^{(t)} = E\left( X^{(t)} \right) \). The position \( S^{(t)} \) is randomly generated and may or may not depend on the previous
stage and the overall image-parameters, while color $C^{(t)}$ is defined by the mean or
majority color behind the proposed stroke in the original (reference) image. The target
distribution $f$ is the goal-function of $E(X^{(t)})$: $f = f(E^{(t)})$.

With the above notation, we can generate the series of $X^{(t)}$s using the following
algorithms:

**PB-MH Algorithm:**

1. Given $x^{(t)}$, the stroke of the $t$-th iteration,
2. Generate $Y_t \sim q(y \mid x^{(t)})$
3. Take

$$X^{(t+1)} = \begin{cases} Y_t & \text{with probability } \rho(x^{(t)}, Y_t) \\ x^{(t)} & \text{with probability } 1 - \rho(x^{(t)}, Y_t) \end{cases}$$

Where $\rho(x, y) = \min\left\{ \frac{f(y)q(x \mid y)}{f(x)q(y \mid x)}, 1 \right\}$

The algorithm starts with the error-bound of the proposed stroke-approximations as
target density $f$. The conditional density $q(y \mid x)$ is a random position-generator of
$S^{Y_t}$, related to the overall controlling error/edge map and the previous $X^{(t)}$ stroke.

**Independent PB-MH**

Given $x^{(t)}$

1. Generate $Y_t \sim g(y)$ (generated from the error-map and/or edge-map of the
   input image)
2. Take

$$X^{(t+1)} = \begin{cases} Y_t & \text{with probability } \min\left\{ \frac{f(Y_t)g(x^{(t)})}{f(x^{(t)})g(Y_t)}, 1 \right\} \\ x^{(t)} & \text{otherwise} \end{cases}$$

Here the proposal density $g(y)$ is a random position-generator of $S^{(t+1)}$, independ-
ently of the previous $S^{(t)}$ position. This $g(y)$ might be uniform on the whole image.
Random Walk PB-MH

Given \( X^{(t)} \)

1. Generate \( Y_t \sim g\left(y - X^{(t)}\right) \)

2. Take

\[
X^{(t+1)} = \begin{cases} 
Y_t & \text{with probability } \min\left\{ \frac{f(Y_t)}{f(X^{(t)})}, 1 \right\} \\
X^{(t)} & \text{otherwise}
\end{cases}
\]  

(3)

Here the proposal density \( g\left(y - X^{(t)}\right) \) is a random position-generator of \( S^{(t+1)} \), related to the previous \( S^{(t)} \) position.

The original exhaustive searching algorithm in [11] operates with the ‘Random walk’ or ‘Independent’ proposal positioning, while in the accept/reject method \( f \) is a simple threshold on \( E\ , \ (f(X) = f(E(X)) \) , where \( f\left(x^{(t)}\right) \) and \( f\left(Y_t\right) \) are considered on the proposed position, and \( X^{(t)} \) and \( Y^{(t)} \) indicate the whole image at different painted stages. When trying probabilistic accept/reject strategies in the same framework, we cannot get better convergence. As examples, we tested proposals as

\[
X^{(t+1)} = \begin{cases} 
Y_t & \text{with probability } \min\left\{ \frac{E(x^{(t)})}{E(Y_t)}, 1 \right\} \\
X^{(t)} & \text{otherwise}
\end{cases}
\]

or

\[
X^{(t+1)} = \begin{cases} 
Y_t & \text{with probability } \max\left\{ \min\left\{ E(x^{(t)}) - E(Y_t), 1 \right\}, 0 \right\} \\
X^{(t)} & \text{otherwise}
\end{cases}
\]

but the resulted quality and/or the convergence speed were much poorer than the simple exhaustive searching. We stepped toward a fully stochastic, MCMC-based algorithm.

5 Considering Statistical Tendencies of Densities of Distortion

The above algorithm [11] generates nice painting-like images, but the process needs optimization to get better speed. We can simply apply some quality constraints for \( E(x^{(t)}) - E(Y_t) \geq \varepsilon > 0 \) to force the acceptance of greater changes, but \( \varepsilon \) could depend on the image and the current situation, causing a loss of most of the proposals as in Fig 5(left). Practically, choosing \( \varepsilon=0.01 \) may improve the compression ratio or convergence speed for several images. However, we should find some more self-calibrated manner for acceptance.
Fig. 3. Probability densities of distortion error of the proposed \( Y_t \) and accepted \( X^{t+1} = Y_t \) strokes versus the original image when generating the strokes for ‘Barbara’ image. First, coarse (20x5), finally, fine (7x2) strokes are generated.

In the following space, \( X^{(i)} \) (previous stage) and \( Y_t \) (proposed stage) denote state images with events of new strokes at position \( S' \) and \( S^{(t+1)} \) on the state image (painted by previous strokes as well).

We define distortion errors against the original image \( I \):

- \( E(x^{(i)}) = D(X^{(i)}, I) \) is the distortion error between the original and the previously painted stage image,
- \( E(Y_t) = D(Y_t, I) \) is the distortion error between the original and the proposed painted stage \( Y_t \),
- \( E(x^{(t-1)}) = D(X^{(t-1)}, I) \) is the distortion error between the original and the last before painted stages.

\( D(\cdot, \cdot) \) is defined as the mean square error, normalized by the actual area of the stroke into the [0.0, 1.0] interval.

Figure 3 shows the plot of statistics of the proposed and accepted \( D(Y_t, I) \) values. First coarser, later finer strokes are generated, in the meantime the average error rate is decreasing. We can see that the distribution \( f(D(Y_t, I)) \) converges to a Dirac-
delta at zero for the accepted \( X^{t+1} = Y_t \) proposals. If we use any of the density functions of Figure 3 for a Metropolis-Hastings approach of eq. (1), the process does not work:

- If we use a long-term statistics of \( f(Y_t) = f(D(Y_t, I))_{\text{proposed}} \), we get the same or much slower convergence than the exhaustive searching, since it does not fit to the acceptance rule;
- If we use a short-term statistics or the final \( f(Y_t) = f(D(Y_t, I))_{\text{accepted}} \) (cc. Dirac-delta), the process stops at the beginning or stops at a low quality.

Applying the above statistics anyhow, we have the problem that Metropolis-Hastings MCMC converges relatively slowly, while \( f(D(Y_t, I)) \) and \( f(D(x^{(t)}, I)) \) will change considerably. So, the convergence and the basic idea of the process fail during the iterations. The other problem is that we must accept only proposals which decreases the overall error, otherwise the image will be unstructured, as in Fig 5(right).

In our new development of process, the following constraints should be kept:

- Accept error reduction only;
- The previous event and the present proposal of different proposed stroke-position are compared instead of distortion errors in the same place of the proposed stroke;
- The MCMC density-approximation is dynamic, following the changing target density.

Testing several experiments and on the above constraints it is clear that not the \( D(\cdot, \cdot) \) terms, but their difference is important in the optimization process. Now we define two error differences:

\[
\text{Diff}(Y_t) = E(x^{(t)}) - E(Y_t)
\]

\[
\text{Diff}(x^{(t)}) = E(x^{(t-1)}) - E(x^{(t)})
\]

Figure 4 shows the statistics of the proposed (different cases are nearly the same) and the accepted (two cases) \( \text{Diff}(Y_t) \) events, as the function of the relative error rate.

It is clearly demonstrated that density \( f(\text{Diff}(Y_t)_{\text{accepted}}) \) is changing considerably through the iterations, while probability of the higher values of the proposed \( \text{Diff}(Y_t) \) should decrease in time to get better convergence. It means that the stochastic rendering should consider the higher distortion values with a higher probability. Since density \( f(\text{Diff}(Y_t)_{\text{proposed}}) \) is nearly a Dirac-delta, containing mostly low \( \text{Diff}(Y_t) \) values, it can be supposed that the proposed dynamic target density is

- \( f(Y_t) = 0 \) at \( \text{Diff}(Y_t) \leq 0 \), so it is rejected;
- \( f(Y_t) \) is progressive for higher \( \text{Diff}(Y_t) \) values;
- $f(Y_i)$ should be normalized by the variance of the current distribution of $\text{Diff}(Y_i)$ values to follow the narrowing of the distribution.

![Difference of Distortion Errors at the Proposed/Accepted Positions](image)

**Fig. 4.** Probability densities of difference btw distortion errors of the proposed and accepted strokes and the distortion on previous area of the stroke ($\text{Diff}(Y_i)$), when generating the strokes for ‘Barbara’ image. First, coarse (20x5), finally, fine (7x2) strokes are generated.

![Errors of rendering](image)

**Fig. 5.** Erroneous results of rendering when (left) Only strokes of high quality increase are accepted, $\text{Diff}(Y_i) \geq 0.1$; (right) The acceptance of a stroke may increase the overall error-rate. It is nearly the same as a process of fully random positioning, proposal and acceptance.
On the above considerations, we suppose the next accept/reject rule:

\[ X^{(t+1)} = \begin{cases} Y_t & \text{with probability } \rho(x^{(t)}, Y_t) \\ X^{(t)} & \text{with probability } 1 - \rho(x^{(t)}, Y_t) \end{cases} \]

Where \( \rho(x, y) = \min \left\{ \frac{f(y) q(x \mid y)}{f(x) q(y \mid x)}, 1 \right\} \)  \( (4) \)

\[ f(y) \sim \left\{ \begin{array}{ll} 0, & \text{if } \text{Diff}(Y_t) < 0 \\ \left( \frac{\text{Diff}(Y_t)}{\text{Var}_t} \right)^q, & \text{else} \end{array} \right\} \]

\[ f(x) \sim \left( \frac{\text{Diff}(x^{(t)})}{\text{Var}_t} \right)^q \]

Here \( \text{Var}_t \) is the variance of \( \text{Diff}(Y_t) \) in a neighborhood time interval around \( t \).

Since \( \text{Var}_t \) is changing slowly by time, it can be eliminated (and neglected) from \( \rho(x, y) \) in eq. 4. Although \( f(.) \) is the target density, it cannot be measured as a result of long-term statistics, since \( \text{Var}_t \) causes dynamic windowing effect on the output histogram, as Figure 6 demonstrates it.

Applying eq. 4, we tested it with different exponents \( q \) to reach the same image quality in PSNR at the same constraints (starting and stopping conditions, brush-sizes etc.). The results for image Barbara (using 3 different sizes of strokes) can be found in Table 1. We have tested many other images and parameter settings, with very similar conclusions. Tables 2 and 3 demonstrate some results for two 512x512 color images. Tables 4 shows a test of ‘Lena’ by using 10 different sizes of strokes. Exhaustive search of \( \varepsilon=0.01 \) also may give good compression result, but at the cost of twice effort, while MCMC at \( q=2.5 \) shows a good compromise.

We can see that eq. 4 gives an effective algorithm for image rendering at \( q=2 \ldots 3 \). Convergence speed is much better because of the smaller number of proposing and drawing events, at a considerable gain in the resulted number of paintbrush strokes.

We have also tested the role of the proposal density \( q(y \mid x) \). Usually, it is symmetrical, or it is very close to be symmetrical. Step 10 in the algorithm of Section 3 may be asymmetrical, but its outcome is not too important. So, usually, we can consider \( q(y \mid x) = q(x \mid y) \).

The proposal method can also be important in some cases. Applying ‘Random walk’ with small neighborhood instead of ‘Independent’ method with any sizes of steps, textured images can better converge.

In a recent research we develop the above method to consider MRF-conform neighborhood calculus into the energy term to run a structured MRF-like painting algorithm in a MCMC estimation series.
Fig. 6. Narrowing effect of the distribution of $\text{Diff}(Y)$ and the measured statistics of the conditional probability (left) Plot of ratio of measured histograms of the accepted and proposed distributions $P(\text{Diff}(Y, \text{accepted})) / P(\text{Diff}(Y, \text{proposed}))$ in the same size of stroke-series, showing the change in the conditional variance; (right) The above ratio of histograms for two different brush-sizes in whole-runs; For less optimized cases the monotonic function becomes a simple thresholding.

Table 1. Painting results for ‘Barbara 512x512’ at a standard $D(Y, I) = 25.5$dB PSNR final distortion error rate. Counts are in thousand events.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of non-redundant PB strokes # thousand</th>
<th>Number of all drawn strokes #$((Y, \text{accepted}))$</th>
<th>Number of all proposed strokes #$((Y, \text{proposed}))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Diff}(Y, I) &gt; 0$ (exhaustive search)</td>
<td>35</td>
<td>61</td>
<td>2645</td>
</tr>
<tr>
<td>q=1</td>
<td>29</td>
<td>40</td>
<td>2380</td>
</tr>
<tr>
<td>q=2</td>
<td>26</td>
<td>31</td>
<td>1555</td>
</tr>
<tr>
<td>q=3</td>
<td>28</td>
<td>34</td>
<td>1200</td>
</tr>
</tbody>
</table>

6 Conclusions

We have developed a dynamic approximation of target density for image rendering. A Metropolis-Hastings rule is proposed where the target density dynamically fits the process when the characterizing densities are changing through the iterations. This
method results in better convergence (lower number of proposed and accepted strokes) and better compression (lower number of non-redundant strokes). The above MCMC-based stochastic search algorithm is quite different from other searching & matching methods, like matching pursuit [8] or effect-oriented paintings [7].

**Table 2.** Painting results for a 512x512 color image (detail of http://www.sztaki.hu/~sziranyi/Sz-Barbara.jpg) with room, flowers and a girl at a standard $D(Y_t, I) = 26.5$dB PSNR final distortion error rate. Counts are in thousand events.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of non-redundant PB strokes # thousand</th>
<th>Number of all drawn strokes $#(Y_t)_{accepted}$</th>
<th>Number of all proposed strokes $#(Y_t)_{proposed}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Diff(Y_t) &gt; 0$</td>
<td>32</td>
<td>52</td>
<td>6490</td>
</tr>
<tr>
<td>q=1</td>
<td>26</td>
<td>34</td>
<td>2975</td>
</tr>
<tr>
<td>q=2</td>
<td>24</td>
<td>27</td>
<td>1630</td>
</tr>
<tr>
<td>q=3</td>
<td>19</td>
<td>22</td>
<td>3445</td>
</tr>
</tbody>
</table>

**Table 3.** Painting results for a 512x512 color image with a boy and color books, at a standard $D(Y_t, I) = 26.6$dB PSNR final distortion error rate. Counts are in thousand events.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of non-redundant PB strokes # thousand</th>
<th>Number of all drawn strokes $#(Y_t)_{accepted}$</th>
<th>Number of all proposed strokes $#(Y_t)_{proposed}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Diff(Y_t) &gt; 0$</td>
<td>9</td>
<td>16</td>
<td>760</td>
</tr>
<tr>
<td>q =1</td>
<td>7.4</td>
<td>12</td>
<td>860</td>
</tr>
<tr>
<td>q =2</td>
<td>7</td>
<td>9.6</td>
<td>560</td>
</tr>
<tr>
<td>q =3</td>
<td>7.4</td>
<td>8.7</td>
<td>495</td>
</tr>
</tbody>
</table>

**Table 4.** Painting results for ‘Lena 512x512’ at a standard $D(Y_t, I) = 30.45$dB PSNR final distortion error rate. Counts are in thousand events.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of non-redundant PB strokes # thousand</th>
<th>Number of all drawn strokes $#(Y_t)_{accepted}$</th>
<th>Number of all proposed strokes $#(Y_t)_{proposed}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Diff(Y_t) &gt; 0$</td>
<td>28</td>
<td>41</td>
<td>1369</td>
</tr>
<tr>
<td>$Diff(Y_t) &gt; 0.01$</td>
<td>11</td>
<td>11</td>
<td>2463</td>
</tr>
<tr>
<td>q =1.5</td>
<td>17</td>
<td>20</td>
<td>2441</td>
</tr>
<tr>
<td>q =2.5</td>
<td>14</td>
<td>14</td>
<td>1504</td>
</tr>
</tbody>
</table>
Acknowledgements

Many thanks are due to Josiane Zerubia. This work was supported by the Hungarian Research Fund (OTKA T032307) and by the French Ministry of Education and Research.

References

Illumination Invariant Recognition of Color Texture
Using Correlation and Covariance Functions

Mohammed Al-Rawi and Yang Jie

Image Processing and Pattern Recognition Institute, Shanghai Jiao Tong University,
Shanghai 200030, P.R. China
rawi707@hotmail.com, jieyang@online.sh.cn

Abstract. In this paper, we derive a complete set of Zernike moment
correlation functions used to capture spatial structure of a color texture. The set
of moment correlation functions is grouped into moment correlation matrices to
be used in illumination invariant recognition of color texture. For any change in
the illumination, the moment correlation matrices are related by a linear
transformation. Circular and non-circular correlations are discussed and
comparisons with a previously suggested color covariance functions have been
carried out using about 600 different illuminations and rotations textured
images. Using moment correlation matrices in the invariant recognition of color
texture, the process can promise in high computation efficiency as well as
recognition accuracy. The derived correlation invariants is proposed as a
general formalism that can be used directly with other kinds of complex
moments, e.g. Fourier Mellin, pseudo Zernike, disc-harmonic coefficients, and
wavelet moments, to obtain moment correlation based invariants.

1. Introduction

Early image recognition algorithms were based on computing (geometric) invariant
features for gray-level intensity images. The goal was to detect an object or classify a
textured image from an image database (gray-level and binary image recognition is
still dominant in computer vision and pattern recognition applications). Despite of the
increase in dimensionality, the use of colors is unavoidable in recent recognition
applications. In fact, using color images may give a better recognition performance
than gray-level images due the capability of capturing local and global image features
within and between color bands. Moreover, it is not possible to perform illumination
invariant recognition without using color properties of an image.

Many techniques had been suggested to investigate the use of multi bands of a
color image to achieve geometry, illumination, or illumination-geometry invariant
recognition. First, the work of Swain and Ballard [1] in which they showed that color
distributions can be used directly for recognition without even paying attention to the
spatial structure of the image. Their method, however, fails if the illumination spectral
is changed or the spatial structure of the image is high (it is possible for regions with
significantly different spatial structure to have similar color distributions). A Color
Indexing color constancy algorithm [2] was developed to remove the dependency of
color distributions on illumination changes. The algorithm performs well for an object
2. Spatial Interaction within and between Color Bands

To be able to recognize the texture of a color image, the interaction within and between its bands is considered in this paper. The spatial covariance family functions forms one of the most reliable schemes used to model the color texture. In this paper we will discuss four different measures of these covariance functions.

2.1 Spatial Covariance Functions

Over the image region defining the texture, each band \( I_i(\alpha, \beta) \) is assumed wide-sense stationary and each pair of bands is assumed jointly wide-sense stationary. The set of covariance functions within and between sensor bands \((1 \leq i, j \leq N)\) is defined as

\[
C_{ij}(x, y) = E \{ [I_i(\alpha, \beta) - \bar{I}_i][I_j(\alpha + x, \beta + y) - \bar{I}_j] \}
\]

where \( \bar{I}_i \) and \( \bar{I}_j \) denote spatial means and \( E \) denotes the expected value. For the trichromatic case \( N = 3 \) we observe the following properties:

- The definition given in (1) will lead to nine covariance functions that include three autocovariance functions and six crosscovariance functions. All the nine spatial covariance functions have the following property \( C_{ij}(x, y) = C_{ji}(-x, -y) \) in which only the autocovariance functions are symmetric about the origin. Therefore, we can make use of this symmetry to reduce computations.
- The crosscovariance functions are not symmetric; however, only three should be computed i.e. \( C_{12}, C_{13}, C_{23} \), the other three \( C_{21}, C_{31}, C_{32} \) can be obtained.
using \( C_y(x, y) = C_y(-x, -y) \). It was shown in [7] that it is useful to use only the basic six covariance functions.

- Considering two surfaces \( S \) and \( S' \) oriented arbitrarily in space where \( C_y(x) \) and \( C'_y(x) \) are the corresponding covariance functions and \( \{ x = [x \ y]^T \} \). From [7], those covariance functions are related by a linear coordinate transform \( M \) as \( C'_y(x) = C_y(Mx) \).

- Values of spatial covariance functions may be negative, zero, or positive.

- If the illumination between the corresponding textures changes, then the relation between their corresponding covariance functions changes. Suppose a textured surface observed at two different orientations in space under different illumination conditions, also suppose that the covariance functions are arranged into a column vector \( C(x) \), then we group the covariance functions into a covariance matrix as \( C(x) = [C_1(x) \ C_2(x) \ldots C_6(x)] \). Following [11], let \( C(x) \) be the covariance matrix of the surface corresponding to the illumination \( l(\lambda) \) and \( \tilde{C}(x) \) be the covariance matrix for the same surface after an orientation change described by \( M \) and under illumination \( \tilde{l}(\lambda) \), then \( C(Mx) = \tilde{C}(x)E \).

The above covariance functions had been used successfully in the recognition of color texture. In all previous works, however, they considered that all crossecovariance functions are symmetric (the fact they were enforced to be symmetric). One reason is the high degree of pixel-to-pixel correlation between different bands belonging to the same image, which leads to a very small symmetric error.

### 2.2 Spatial Correlation Functions

Here we assume again that over the image region defining the texture, each band \( I_i(\alpha, \beta) \) is wide-sense stationary and each pair of bands is assumed jointly wide-sense stationary. We define a set of correlation functions within and between sensor bands \( (1 \leq i, j \leq N) \) as

\[
R_{ij}(x, y) = E[I_i(\alpha, \beta)I_j(\alpha + x, \beta + y)],
\]

where \( E \) denotes the expected value. For the trichromatic case \( N = 3 \), correlation functions will have the same properties as those given for covariance functions except that correlation functions will always have positive values. Positive values of correlation functions are necessary when used with moments since moments should be computed for nonnegative bounded functions. In the previous work of Kondepudy and Healey [7], they used the absolute value of color covariance functions to eliminate the negative values. This may in turn destroy the color covariance functions.
and the transform between the original image and its corresponding test image may be non linear or cannot be predicted.

2.3 Circular Correlation and Circular Covariance Functions

It is important to define a third group of correlation functions that capture some circular symmetric properties when the texture region is averaged within and between sensor bands. One way to do this is by averaging or estimating color correlations (or covariances) inside a circular region. We define circular correlations within and between sensor bands as:

\[
\hat{R}_i = \begin{cases} 
E[I_i(\alpha, \beta)I_j(\alpha + x, \beta + y)] & \alpha^2 + \beta^2 \leq R, \\
0 & \text{elsewhere}
\end{cases}
\]  

(3)

where \( R \) is the radius of the region to compute the expectation value at. Similarly, circular covariance functions are defined by:

\[
\hat{C}_i = \begin{cases} 
E[(I_i(\alpha, \beta) - \overline{I}_i)(I_j(\alpha + x, \beta + y) - \overline{I}_j)] & \alpha^2 + \beta^2 \leq R, \\
0 & \text{elsewhere}
\end{cases}
\]  

(4)

Circular color correlations and color covariances should give better results due to the ability to capture the same amount of information as an image is rotated by an angle. Experimental results discussed later will show which of the four proposed covariances schemes outperform the others. Figure 1 shows the cloth image photographed with five different illuminations. To consider the effect of different color correlation and color covariance functions, the entire sets of covariance and correlation functions family are used to represent the cloth image under white illumination and are demonstrated in Figs. 2-5.

![Fig. 1. The image of cloth under five different illuminations. From left to right, used illuminations are; white, red, green, blue, and yellow.](image)

It is our task to show that images shown in Fig. 1, and another 25 cloth images (for each illumination) at different rotation angles belong to the same original class. In Figs. 2-5, we see that the spatial correlation and spatial covariance functions draws a surface that is to be recognized (instead of the original multispectral image). That surface may take the shape of a pyramid like shape or a cone like shape and may be deformed according to the combination of geometry and illumination changes. For this recognition process and how much those shapes are changing, we shall use the method of moment invariants (specifically Zernike moments).
Fig. 2. (a) Correlation functions of cloth image under white illumination.
Fig. 3. (a) Covariance functions of cloth image under white illumination.
Fig. 3. (b) Covariance functions of cloth image under white illumination.
Fig. 4. Circular correlation functions of cloth image under white illumination.
Fig. 5. Circular covariance functions of cloth image under white illumination.
3. Zernike Moments of Correlation and Covariance Functions

Zernike moments [12] may be used to produce one of the most reliable feature set used to achieve invariant pattern recognition, see [13]-[15]. It is our purpose to compute Zernike moments of covariance functions and correlation functions to obtain invariant features that will be used to recognize the color texture. The complex Zernike moments of \( f(x, y) \) are defined as:

\[
Z_{nl} = \frac{(n+1)}{\pi} \int \int dx \, dy \, f(x, y) \left[ V_{nl}(r, \theta) \right]^* = (Z_{n,1})^*, \tag{5}
\]

where the integration is taken inside the unit disk \( x^2 + y^2 \leq 1 \), \( n = 0, 1, 2, \ldots, \infty \) is the order and \( l \) is the repetition which takes on positive and negative integer values subject to the conditions \( n - |l| \) is even, and \( |l| < n \). Note that, \( V_{nl}(r, \theta) \) are the complex Zernike polynomials given as \( V_{nl} = R_{nl}(r) \exp(i\theta) \) see [12] for their complete definitions. Zernike moments where \( l \) takes negative values can be obtained by making use of the complex conjugate property, which is \( Z_{nl} = Z_{n,1}^* \). In this work, Zernike moments will be used to generate invariants of color correlation and color covariance functions. These invariants are of great importance since they reduce the redundant feature of correlations and covariances. For one specific autocorrelation or crosscorrelation function that correspond to one set of \((i, j)\) value, Zernike moments is computed as

\[
Z_{ij}^j = \frac{(n+1)}{\pi} \sum_{i'j'<j} R_{ij}(x, y) \left[ V_{ij}(r, \theta) \right]^*, \tag{6}
\]

and for obtaining Zernike moments of color covariances just use \( C_{ij}(x, y) \) instead of \( R_{ij}(x, y) \) in the above equation.

3.1 Construction of Zernike Moment Correlation Invariants

Let \( R(\overline{x}) \) be the correlation matrix of the surface corresponding to the illumination \( l(\lambda) \) and let \( \overline{R}'(\overline{x}) \) be the correlation matrix for the same surface after an orientation change described by \( M \) and under illumination \( \tilde{I}(\lambda) \), then

\[
R(M\overline{x}) = \overline{R}'(\overline{x}) E, \tag{7}
\]

where \( E \) is the previously mentioned \( 6 \times 6 \) matrix that depends on the illuminations \( l(\lambda) \) and \( \tilde{I}(\lambda) \). Using the simple representation

\[
R_k = \sum_{i=1}^{6} e_i^k \overline{R}_i', \tag{8}
\]

for \( k = 1, 2, \ldots, 6 \). Up to the order \( n \) and repetition \( l \), Zernike moments of spatial correlation functions may be computed for both sides of (8) resulting in:
\[ Z^k_{nl} = \sum_{i=1}^{6} e^i_{ik} Z^e_{nl}, \]  

(9)

where \( Z^k_{nl} \) is the moment of \( R_k(Mx) \) for \( k = 1, 2, \ldots, 6 \) and \( Z^e_{nl} \) is the moment of \( R'_e(x) \). The invariants \( \varphi \) and \( \varphi' \) are constructed as functions to Zernike moments, these invariants may be represented as:

\[ \varphi_{ak} = \varphi \left( Z^k_{nl} \right), \]  

(10)

\[ \varphi'_{ak} = \varphi' \left( \sum_{i=1}^{6} e^i_{ik} Z^e_{nl} \right), \]  

(11)

where \( u = 1, 2, \ldots \) is the index (or the order) of the invariant and is related (usually) to the order of Zernike moments \( n \). It is desired that

\[ \varphi_{ak} = \varphi'_{ak}, \]  

(12)

will enable us to recognize the desired features independent of illumination and geometry changes. To construct a complete set of Zernike moment invariants (see [12] and [16]) different moment orders may be used to cancel the phase and obtain rotation invariant feature. One way to do this is by taking the magnitude of Zernike moments; the second is using phase cancellation technique. Consider the following combined moment form:

\[ \psi_{ak} = Z^k_{n_{l_1}} (Z^k_{n_{l_2}})\ast, \]  

(13)

and

\[ \psi'_{ak} = \left( \sum_{i=1}^{6} e^i_{ik} Z^e_{n_{l_1}} \right) \left( \sum_{i=1}^{6} e^i_{ik} Z^e_{n_{l_1}} \right)\ast, \]  

(14)

where \((\cdot)^\ast\) is the complex conjugate. And for the rules of generating the numerical values of \( n_{l_1}, l_1, n_{l_2}, \) and \( l_2 \) that will cancel the phase between the combined moments see [12] and/or [16]. Without loss of generality, lets assume that \((n_{l_1} > n_{l_2})\). The invariants are \( \varphi_{ak} = \text{Re}\{\psi_{ak}\} \), thus we can precisely write

\[ \varphi_{ak} = \text{Re}\left\{ Z^{l_1}_{n_{l_1}} (Z^{l_1}_{n_{l_2}})\ast \right\}, \]  

(15)

and \( \varphi'_{ak} = \text{Re}\{\psi_{ak}\} \) which is obtained by expanding (14), this yields:

\[ \varphi'_{ak} = \sum_{i=1}^{6} e^i_{ik} \text{Re}\left\{ Z^{e}_{n_{l_1}} (Z^{e}_{n_{l_2}})\ast \right\} + \sum_{i=1}^{6} \sum_{j=i+1}^{6} e^i_{ik} e^j_{jk} \text{Re}\left\{ Z^{e}_{n_{l_1}} (Z^{e}_{n_{l_2}})\ast + Z^{e}_{n_{l_1}} (Z^{e}_{n_{l_2}})\ast \right\}; \]  

(16)

Wang and Healey [11] computed Zernike moment invariant matrices for the special case \( n_{l_1} = n_{l_2} \) and some other minor differences. Many in-between invariants were neglected though they belong to the same order or less; therefore, the system of invariants that they were using was not complete. A complete system of invariants
can be generated in (16). It is also possible to derive the pseudo Zernike invariants as 
\[ P_{ak} = \text{Im}\{ \psi_{ak} \} \quad \text{and} \quad P'_{ak} = \text{Im}\{ \psi'_{ak} \} \]
that will be given as
\[ P'_{ak} = \sum_{i=1}^{6} e_{ik}^2 \text{Im}\left\{ Z_{n_{i1}}^m (Z_{n_{i2}}^m)^* \right\} + \sum_{j=1}^{3} \sum_{j=4+1}^{6} e_{jk} e_{jk} \text{Im}\left\{ Z_{n_{j1}}^m (Z'_{n_{j2}}^m)^* + Z'_{n_{j1}}^m (Z_{n_{j2}}^m)^* \right\}. \]  
(17)

The invariants given in (16) are a general form in which many other invariants can
be utilized (depending on other types of moment kernel functions) for instance,
pseudo Zernike moments [13], orthogonal Fourier Mellin moments [17], disc-
harmonic coefficients moments [18], and wavelet moments [20]. In fact, we are of
interest in the invariants given in (16) and it is important to obtain a form that separate
e_{ik} elements so that to obtain illumination invariance. For this purpose, we have
rearranged (16) to be given as:
\[ \varphi'_{ak} = \sum_{m=1}^{21} h_{am} \ g_{mk}, \]  
(18)
where
\[ g_{am} = \begin{bmatrix} 
\text{Re}\left\{ Z_{n_{i1}}^m (Z_{n_{i2}}^m)^* \right\} & \quad 1 \leq m \leq 6, \\
\text{Re}\left\{ Z_{n_{j1}}^m (Z'_{n_{j2}}^m)^* + Z'_{n_{j1}}^m (Z_{n_{j2}}^m)^* \right\} & \quad 7 \leq m \leq 21 
\end{bmatrix}, \]  
(19)
and
\[ h_{am} = \begin{bmatrix} 
e_{i_m}^2 & \quad 1 \leq m \leq 6, \\
e_{j_m} \ e_{j_m} & \quad 7 \leq m \leq 21 
\end{bmatrix}, \]  
(20)
where the \( i_m \) and \( j_m \) number set is given by \( (i_m, j_m) = \{(1,2),(1,3),(1,4),(1,5),(1,6),
(2,3),(2,4),(2,5),(2,6),(3,4),(3,5),(3,6),(4,5),(4,6),(5,6)\} \) for all \( \ m = 7,8,\ldots,21 \) respectively, i.e. \( (i_1, j_1) = (1,2), \ldots (i_{21}, j_{21}) = (5,6) \).

It is obvious that (18) takes the form of a matrix multiplication, representing (18) in
a matrix form as \( \varphi = \mathbf{G} \mathbf{H} \) and from (12) we know that \( \varphi' = \varphi' \) therefore \( \varphi = \mathbf{G} \mathbf{H} \).
Let's assume using a total of \( w \) invariants for which \( u = 1,2,\ldots,w \) and in our discussed
case \( k = 1,2,\ldots,6 \), the matrices are
\[ \varphi = \begin{bmatrix} 
\varphi_{11} & \varphi_{12} & \cdots & \varphi_{16} \\
\varphi_{21} & \varphi_{22} & \cdots & \varphi_{26} \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{w1} & \varphi_{w2} & \cdots & \varphi_{w6} 
\end{bmatrix} \quad \text{and} \quad \mathbf{G} = \begin{bmatrix} 
g_{11} & g_{12} & \cdots & g_{1,21} \\
g_{21} & g_{22} & \cdots & g_{2,21} \\
\vdots & \vdots & \ddots & \vdots \\
g_{w1} & g_{w2} & \cdots & g_{w,21} 
\end{bmatrix} \]  
(21)
\[ \mathbf{H} = \begin{bmatrix} 
h_{11} & h_{12} & \cdots & h_{16} \\
h_{21} & h_{22} & \cdots & h_{26} \\
\vdots & \vdots & \ddots & \vdots \\
h_{21,1} & h_{21,2} & \cdots & h_{21,6} 
\end{bmatrix} \]
Obviously, $\phi$ is a $w \times 6$ sized matrix which is the moment invariant matrix (it is translation-rotation invariant), $G$ is a $w \times 21$ sized matrix, and $H$ is a $21 \times 6$ sized matrix with elements that depend only on $I(\lambda)$ and $I(\lambda)$ which represent the effect of illumination. For texture recognition, $G$ is represented using an orthonormal bases obtained by a singular value decomposition method [19] as follows

$$G = U \Sigma V^T,$$  \hspace{1cm} (22)

where $U$ is a $w \times 21$ sized matrix, $U = [u_1, u_2, \ldots, u_{21}]$ having columns that are orthonormal eigenvectors of $GG^T$, $\Sigma$ is a $21 \times 21$ diagonal matrix of singular values $\lambda_1, \lambda_2, \ldots, \lambda_{21}$, and $V$ is a $21 \times 21$ matrix having columns that are orthonormal eigenvectors of $G^TG$. For recognition purpose, the following distance function can be used:

$$D = \sum_{i=1}^{6} \left\| \phi_i - [(u_i^T \varphi_1)u_1 + (u_i^T \varphi_2)u_2 + \ldots + (u_i^T \varphi_6)u_{21}] \right\|,$$  \hspace{1cm} (23)

where $\varphi_1, \varphi_2, \ldots, \varphi_6$ are the column vectors of $\phi$. The above distance function characterizes how well the column vectors of $\phi$ can be approximated as a linear combination of the columns of $U$. Thus, the smallest value of $D$ for matrices $\phi$ and $G$ will correspond to textures related by some combination of rotation and illumination changes. In our work, the matrix $\phi$ is used to store the feature of the original database under white illumination. The matrix $G$ is used for the texture under recognition (investigation), i.e., the texture that had undergoes illumination and geometry changes. To clarify the generation of the matrix $G$ we will give a brief description; first, generate the six color correlation functions using (2), compute Zernike moments for each of the correlation functions using (6), and generate the elements of the $G$ matrix using the definition given in (19) and by following the rules of generating a complete set of invariants given in [12] and [16].

### 4. Experimental Results

In this section we intend to test the color covariance model and the developed color correlation model in a texture recognition task. The image database is consisted of 20 textured images as shown in Fig. 6, which contains some homogenous and inhomogeneous textures. For each image class in the database, we generated five image samples under white, red, green, blue, and yellow illuminations using HANSA color filters and the images are photographed with a Sony CCD camera. For each of the five images that have different illuminations, we generated five other rotated images at the rotation angles 30°, 60°, 90°, 120° and 150° with respect to the original non rotated image.

Thus for each class, we have a total of thirty images photographed at different illuminations and rotations. The whole image database is consisted of 600 images, a total of 20 classes with 30 images per class. For each image in the database, color covariance and color correlation functions are estimated with averages over a finite
image region of size $60 \times 60$ pixels and for a finite image lag, i.e., $C_{ij}(x, y)$ and/or $R_{ij}(x, y)$ is estimated for $|x| < 16$ and $|y| < 16$. It had been suggested in [8] to normalize color covariance functions against intensity changes by dividing by $C_{rr}(0, 0)$. We will include this normalization scheme in our tests to see whether it is useful or not, $R_{rr}(0, 0)$ will be used for normalizing correlation functions.

The test is divided into two stages, the training phase for feature extraction of the original image class and the testing phase that includes feature extraction of the image under investigation that has illumination and geometry changes with respect to the original image class. In the training phase and after computing color covariances and/or color correlations, For comparison purpose, Zernike moment invariant matrices are computed for each image up to the $6_n$, $8_n$, $10_n$, and $12_n$ orders. The training process is performed to each of the 20 color textured images photographed under white illumination and non rotated image, and all the 20 Zernike moment invariant matrices are stored to be used offline. In the testing phase, the unknown textures are extracted from the rest of the 580 images under different illuminations and rotations. The distance function defined in (23) is used as a similarity measure. The recognition performance is measured as the number of correct matches over the total number of images. See Fig. 7 for comparison purpose.

![Image Description]

**Fig. 6.** The original image database used in our experiments, from left to right the first row shows; carpet, carpet back, ceiling tile, coffee grounded and jungle. Second row; algae, ground leaf, wallpaper, leaf, and cloth. Third row; cotton canvas, forest, forest cutting, fur, and water. Fourth row; granite1, granite2, granite3, chrome, and wood.
Fig. 7. Performance comparison of using Zernike moment correlation matrices and Zernike moment covariance matrices for the Illumination-rotation invariant recognition of color texture.

The circular correlation functions proposed in this work give the highest recognition performance 97%. On the other hand, the recognition performance value of using the covariance functions proposed by Kondepudy and Healey [7] is 85% and circular covariance functions gives 87%. As we increase the order of Zernike moments, the recognition performance increases for all models. Another test is performed using the normalization shows that using the intensity normalization by dividing each color covariances by $C_{ij}(0, 0)$ and dividing each color correlation by $R_{ij}(0, 0)$ reduces the recognition performance to less than 80%.

5. Conclusions

The spatial correlation functions introduced in this paper is very useful in representing and modeling color texture. Compared to a previous color covariance functions the recognition performance is much higher. We also derived a complete set of Zernike moment invariant correlation and covariance matrices to make correlation functions invariant to rotation changes of textures. The recognition performance is increased as the moment order is increased. The work also investigates four texture modeling functions, ordinary covariance, circular covariance, ordinary correlation, and circular correlation. Using Zernike moments the dimensionality of correlation feature is reduced and it may be useful to use other kinds of moments for the recognition of texture since the derived invariants posses a general form.
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Abstract. Most cost function based clustering or partitioning methods measure the compactness of groups of data. In contrast to this picture of a point source in feature space, some data sources are spread out on a low-dimensional manifold which is embedded in a high dimensional data space. This property is adequately captured by the criterion of connectedness which is approximated by graph theoretic partitioning methods.

We propose in this paper a pairwise clustering cost function with a novel dissimilarity measure emphasizing connectedness in feature space rather than compactness. The connectedness criterion considers two objects as similar if there exists a mediating intra cluster path without an edge with large cost. The cost function is optimized in a multi-scale fashion. This new path based clustering concept is applied to segment textured images with strong texture gradients based on dissimilarities between image patches.

1 Introduction

Partitioning a set of objects into groups and thus extracting the hidden structure of the data set is a very important problem which arises in many application areas e.g. pattern recognition, exploratory data analysis and computer vision. Intuitively, a good grouping solution is characterized by a high degree of homogeneity of the respective clusters. Therefore, the notion of homogeneity must be given a mathematically precise meaning which strongly depends on the nature of the underlying data.

In this paper we will deal with an important subclass of partitioning methods namely clustering according to pairwise comparisons between objects. Such data is usually called proximity or (dis)similarity data respectively. This data modality is of particular interest in applications where object (dis)similarities can be reliably estimated even when the objects are not elements of a metric space. There is a rich variety of clustering approaches developed particularly for this data modality in the literature. Most of them fall in the category of agglomerative methods [13]. These methods share as a common trait that they
start grouping with a configuration composed of exactly one object per cluster
and then they successively merge the two most similar clusters. Agglomerative
methods are almost always derived from algorithmic considerations rather than
on the basis of an optimization principle which often obscures the underlying
modeling assumptions.

A systematic approach to pairwise clustering by objective functions as de-
scribed in [17] is based on an axiomatization of invariance properties and robust-
ness for data grouping. As a consequence of this axiomatic approach we restrict
our discussion to intra cluster criteria. Our second important design decision
for pairwise clustering replaces the pairwise object comparison by a path-based
dissimilarity measure, thereby emphasizing cluster connectedness. The effective
dissimilarity between objects is defined as the largest edge cost on the mini-
mal intra cluster path connecting both objects in feature space. Two objects
which are assigned to the same cluster are either similar or there exists a set of
mediating objects such that two consecutive objects in this chain are similar.

The distinction between compactness and connectedness principles is also
addressed by two other recently proposed clustering methods. Tishby and Slonim
[20] introduced a Markovian relaxation dynamics where the Markov transition
probability is given by object dissimilarities. Iterating such a relaxation dynamics
effectively connects objects by sums over minimal paths. The method, however,
does not include the constraint that all considered paths have to be restricted
to nodes from the same cluster. The other method which was introduced by
Blatt, Wiseman and Domany [2] simulates the dynamics of a locally connected,
dilated ferromagnet. The partial order at finite temperature is interpreted as a
clustering solution in this model.

2  Pairwise Data Clustering

Notational Prerequisites: The goal of data clustering is formally given by the
partitioning of n objects \( o_i, 1 \leq i \leq n \) into k groups, such that some measure of
intra cluster homogeneity is maximized. The memberships of objects to groups
can be encoded by a \( n \times k \) Matrix \( M_{i\nu} \in \{0,1\}^{n \times k} \). In this setting the entry \( M_{i\nu} \)
is set to 1 if and only if the \( i \)th object is assigned to cluster \( \nu \) which implies
the condition \( \sum_{\nu=1}^{k} M_{i\nu} = 1, \forall i = 1 \ldots n \). The set of all assignment matrices
fulfilling this requirement is denoted in the following by \( \mathcal{M}_{n,k}^{\text{part}} \).

The dissimilarity between two objects \( o_i \) and \( o_j \) is represented by \( D_{ij} \). These
individual dissimilarity values are collected in a matrix \( D \in \mathbb{R}^{n \times n} \). It is worth
noting here that many application domains frequently confront the data analyst
with data which violates the triangle inequality. Moreover, the self–dissimilarity
of objects often is non vanishing, even negative dissimilarities might occur or
a certain percentage of dissimilarities is unknown. For our proposed method,
we only require symmetry, i.e. \( D_{ij} = D_{ji} \). To distinguish between known and
unknown dissimilarities neighborhood sets \( N_1, \ldots, N_n \) are introduced, i.e., \( j \in
N_i \) denotes that the dissimilarity \( D_{ij} \) is known.
The Objective Function: With these notational preliminaries, we are now able to address the important modeling step of choosing an appropriate cost function. An axiomatization of objective functions for data clustering based on invariance and robustness criteria is given in [17]. This approach makes explicit the intuitively evident properties that a global shift of the data or a rescaling as well as contamination by noise should not sensitively influence the grouping solution. In accordance with this approach we will focus on the following cost function:

$$H^{pc}(M, D) = \sum_{\nu=1}^{k} \sum_{i=1}^{n} M_{i\nu} d_{i\nu}, \quad \text{where} \quad d_{i\nu} = \frac{\sum_{j \in N_i} M_{j\nu} D_{ij}}{\sum_{j \in N_i} M_{j\nu}}. \quad (1)$$

$H^{pc}$ sums up individual contributions $d_{i\nu}$ for each object $o_i$ and each group $C_\nu$, where $d_{i\nu}$ stands for the average dissimilarity between $o_i$ and objects belonging to cluster $C_\nu$. $H^{pc}$ thus favors intra-cluster compactness. It is the use of this normalization that removes the sensitive dependency of the minimum of $H^{pc}$ to constant shifts of the dissimilarity values and makes it insensitive to different cluster sizes.

Optimization: The optimization of objective functions like $H^{pc}$ is computationally difficult since combinatorial optimization problems of this kind exhibit numerous local minima. Furthermore, most of the data partitioning problems are proven to be $NP$–hard. For robust optimization, stochastic optimization techniques like Simulated Annealing (SA) [11] or Deterministic Annealing (DA) ([19,7]) have shown to perform satisfactorily on many pattern recognition and computer vision applications. Effectively these annealing methods fall in the class of homotopy methods with smoothing controlled by a temperature parameter. In the zero temperature limit the comparatively fast local optimization algorithm known as ICM is obtained [1].

Drawbacks of the Approach: So far we have discussed a very powerful approach to the pairwise data clustering problem. It is theoretically well founded, and showed to be applicable in a wide range of data analysis problems ranging from texture segmentation [8] and document clustering [17] to structuring of
Fig. 2. Data sets on which the naive intra cluster compactness criterion fails

genome data bases [7]. An ideal situation for the cluster compactness criterion is depicted in figure 1 for a toy data set. All objects have been assigned to clusters in an intuitively correct manner.

However there exist situations, where the exclusive focus on compactness fails to capture essential properties of the data. Two prototypical examples are given in figure 2. It is clear that the human data analyst expects that the ring like structures or the spiral arms are detected as clusters. It is the novel contribution of this paper to propose a way of formalizing this goal by determining effective inter object dissimilarities while keeping the well approved clustering objective function.

3 Path Based Clustering

In order to motivate our novel modification of the basic pairwise clustering method we will often try to appeal to readers geometric intuition despite the fact that the objects do not necessarily reside in a metric space.

**Modeling:** As demonstrated before the pairwise clustering approach according to $\mathcal{H}^{pc}$ is not well suited for the detection of elongated structures in the object domain. This objective function sums all intra-cluster dissimilarities whereby similar objects will be grouped together regardless of their topological relations. This is a good solution as long as the data of one group can be interpreted as a scatter around a single centroid (see figure 1). But if the data is a scatter of a curve (c.f. figure 2) or a surface pairwise clustering as defined by $\mathcal{H}^{pc}$ will fail. In this case the effective dissimilarity of two objects should be mediated by peer objects along that curve, no matter how large the extend of that structure may be.

Assume that the objects $o_i$ and $o_j$ belong to the same manifold. Then with high probability there exists a path from $o_i$ to $o_j$ over other objects of this manifold such that the dissimilarities of two consecutive objects are small. The reason for this is that the density of objects coming from one source is expected to be comparatively high. On the other hand if $o_i$ and $o_j$ belong to different,
non-intersecting manifolds then all paths from \( \alpha_i \) to \( \alpha_j \) have with high probability at least one pair of consecutive objects with high dissimilarity.

As clusters are defined by their coherence one is only interested in paths through the object domain which traverse regions of high density. The part of a path where the density is lowest should thus determine the overall cost of this path. In other words the maximum dissimilarity along a path determines its cost. In order to formalize our ideas about mediating the dissimilarity of any two objects by peers in the same cluster we define the effective dissimilarity \( D_{ij}^{\text{eff}} \) between objects \( \alpha_i \) and \( \alpha_j \) to be the length of the minimal connecting path.

\[
D_{ij}^{\text{eff}}(\mathbf{M}, \mathbf{D}) = \min_{\mathbf{p} \in \mathcal{P}_{ij}(\mathbf{M})} \left\{ \max_{h \in \{1, \ldots, |\mathbf{p}| - 1\}} \left\{ D_{\mathbf{p}[h], \mathbf{p}[h+1]} \right\} \right\}, \quad \text{where} \tag{2}
\]

\[
\mathcal{P}_{ij}(\mathbf{M}) = \left\{ \mathbf{p} \in \{1, \ldots, n\}^l \mid \exists \nu: \prod_{h=1}^{l} M_{\mathbf{p}[h], \nu} = 1 \land l \leq n \land \mathbf{p}[1] = i \land \mathbf{p}[l] = j \right\}
\]

is the set of all paths from \( \alpha_i \) to \( \alpha_j \) through cluster \( \nu \) if \( \alpha_i \) and \( \alpha_j \) belong to cluster \( \nu \). If both objects belong to different clusters \( \mathcal{P}_{ij}(\mathbf{M}) \) is the empty set and the effective dissimilarity is not defined.

With the new definition of the effective dissimilarity we are able to define the objective function for path based clustering. It has the same functional form as for pairwise clustering:

\[
\mathcal{H}^{\text{pb}}(\mathbf{M}, \mathbf{D}) = \sum_{\nu=1}^{k} \sum_{i=1}^{n} M_{i\nu} d_{i\nu}, \quad \text{where} \quad d_{i\nu} = \frac{\sum_{j=1}^{n} M_{j\nu} D_{ij}^{\text{eff}}(\mathbf{M}, \mathbf{D})}{\sum_{j=1}^{n} M_{j\nu}}. \tag{3}
\]

Thereby the desirable properties of shift and scale invariance of the pairwise clustering cost function are conserved:

\[
\forall c, D_0 \in \mathbb{R} : \arg\min_{\mathbf{M} \in \mathcal{M}} \mathcal{H}^{\text{pb}}(\mathbf{M}, c\mathbf{D} + D_0) = \arg\min_{\mathbf{M} \in \mathcal{M}} \mathcal{H}^{\text{pb}}(\mathbf{M}, c\mathbf{D} + D_0), \tag{4}
\]

since \( \forall c, D_0 \in \mathbb{R} \) holds \( \mathcal{H}^{\text{pb}}(\mathbf{M}, c\mathbf{D} + D_0) = c \mathcal{H}^{\text{pb}}(\mathbf{M}, \mathbf{D}) + ND_0 \).

**Optimization by Iterated Conditional Mode (ICM):** Finding the minimum of \( \mathcal{H}^{\text{pb}}(\mathbf{M}, \mathbf{D}) \) has a high computational complexity. There are many different methods known to avoid a complete search in the assignment configuration space (\(|\mathcal{M}| = k^n\)). A very effective and simple method is called iterated conditional mode [1]. ICM assigns an object to a cluster under the condition that all other assignments are kept fix. In algorithm 1 the function \( s_{\pi[i]}(\mathbf{M}, e_{\nu}) \) changes the \( \pi[i] \)-th row of the assignment matrix \( \mathbf{M} \) by replacing it with the \( \nu \)-th unit vector. This so called single site update is iterated over all objects in a random manner. A complete cycle of visiting all sites is called a sweep. As a common site visitation schedule an arbitrary permutation \( \pi \) of all objects is generated before each sweep in order to avoid local minima due to a fixed visitation order. The
algorithm repeats the sweeps until convergence is reached, i.e. no assignment is changed. During each update step the objects are assigned to clusters such that the costs of the resulting configuration are minimal. Therefore it is guaranteed that the costs, or energy respectively, decreases in each sweep and ICM will terminate after a finite number of cycles.

Critical for the running time is the update step. Here the recalculations of the dissimilarity matrix dominate the complexity due to the fact that this computational effort is necessary during each assignment update. Basically what has to be solved is an **ALL-PAIRS-SHORTEST-PATH** problem for each group of objects. For a full graph the algorithm of Floyd has a running time of $O(n^3)$ [3]. If object $o_i$ is updated, the ICM algorithm tries to find the minimum of the local costs by hypothetically assigning the given object to the various groups. Therefore, the effective dissimilarity to each cluster has to be determined once with object $o_i$ inside and once with $o_i$ outside the cluster. Thus $2k$ **different** effective dissimilarity matrices are needed. In the next paragraph an efficient implementation of this update step is presented.

**Efficient Implementation of Update Step:** One observes that the instances of the **ALL-PAIRS-SHORTEST-PATH** problems in two consecutive update steps are almost the same. They differ only in one single object: that object, which is to be updated. So it makes sense to check if one effective dissimilarity matrix can be used as a starting point for the calculation of an effective dissimilarity matrices in the next update step. Fortunately, those $k$ dissimilarity matrices which correspond to the current configuration are used again in the next step. What about the other $k$ matrices?

For $k - 1$ of them a possible new configuration is given by adding object $o_i$, whereas for one cluster the new costs without $o_i$ have to be computed. Consider the first case: object $o_i$ is to be inserted in a certain group. For reasons of computational efficiency a complete recalculation of the effective dissimilarity matrix of that cluster is to be avoided. A closer look at Floyds algorithm leads
the way: Its first step is given by the initialization of the matrix with the direct distances between the objects which in our case is given by the input dissimilarity matrix. The goal is to get the shortest path distance between each pair of objects. For any object Floyd’s algorithm tries to put it on a path between each pair of objects. If now \( o_i \) is put into a new cluster only the last iteration of the Floyd algorithm has to be performed in which the current object is put on each of the existing paths between entity pairs. This step has a running time of \( O(n^2) \). In order to do so one has to get effective dissimilarities between \( o_i \) and all other objects in the considered cluster. Because of the symmetry of the original input dissimilarity matrix the effective dissimilarities are again symmetric. For that reason it is sufficient to solve one SINGLE-SOURCE-SHOertest-PATH problem in order to arrive at the effective dissimilarities between \( o_i \) and all other objects. This can be solved with the Dijkstra’s algorithm in a running time of \( O(n^2 \log n) \) \[3\]. So far we can compute the update step with an overall running time of \( O(n^2 \log n) \).

It remains to describe the necessary recalculations in the case where \( o_i \) is to be removed from the cluster it has been assigned to in the previous configuration. Again this goal has to be reached with the least possible computational effort. However in this situation the asymptotic running time of \( O(n^3) \) for a complete recalculation of dissimilarities for the whole group of objects can not be decreased. Nevertheless there is a good heuristic for lowering the running time. If there exists a shortest path from \( o_s \) to \( o_t \) which does not lead over \( o_i \), the effective dissimilarity \( D_{st} \) will not change if \( o_i \) is removed from the cluster. One can obtain a predecessor matrix for all objects in a given cluster in the same running time as it takes to compute the effective dissimilarities. For each object we can thus determine the shortest path tree to all other objects in a running time of \( O(n) \). If we have the shortest path tree from \( o_s \) then only those dissimilarities between \( o_s \) and another object \( o_t \) have to be updated where \( t \) is an index out of the set of all objects in the subtree with root \( o_i \) (see figure 3). The total running time for an assignment update step is thus \( O(n^3) \).
Multi-scale Optimization: As can be seen from the previous section the proposed optimization scheme is computationally highly demanding. An improvement in performance as well as solution quality is reached by using multi-scale techniques. The idea of multi-scale optimization is to lower the complexity by decreasing the number of considered entities in the object space. For example in image processing one can compute the given optimization tasks on a pyramid of different resolution levels of the image. At the first stage of such a procedure one solves the given computational problem on the subsampled image with lowest resolution, maps the result to the next finer resolution level and starts the optimization again. The expectation is that the result from the coarser level provides a reasonable starting point for the next finer level in the sense that convergence to a good solution can be reached within a few iterations. The probability of obtaining the global minimum is raised even if a local optimization scheme is used and the running time will dramatically decrease. A general overview of multi-scale optimization and its mathematically rigorous description is given in [15]. In order to pursue this approach a proper initialization of the coarse levels is needed. To this end three kinds of mappings have to be defined:

First of all, a function $I^\ell$ is needed, which maps the objects from the finer level $\ell$ to the next coarser one (level $\ell + 1$). The multi-scale operator $I^\ell$ is defined as a function

$$I^\ell : \mathcal{O}^\ell \to \mathcal{O}^{\ell+1},$$

where $\mathcal{O}^\ell$ is the set of objects on the $\ell$th resolution level and $\mathcal{O}^0$ is the set of objects on the finest level. So far this is just a formal definition. There is indeed a large design freedom in choosing the concrete form of this mapping. In the general case subsuming highly similar objects is reasonable. For our most prominent application task texture segmentation however we can use the natural topology of square neighborhoods of image sites in order to determine the fine to coarse mapping.

Second, the input dissimilarity matrix for the coarser level has to be defined in such a way that the basic modeling assumptions which underly the objective function are not violated. If the objects which map to one single entity in the coarser level belong to different clusters, the newly formed super-object in the coarser level should belong to one of these. Otherwise two completely different groups will get closer in the coarser level and the structure of the data is lost.

For that reason a mapping between each object in the coarse level and a representative object in the next finer level has to be defined as the third ingredient of the multi-scale approach. The function $R^\ell$ will denote the representative object in level $\ell$ for each object in level $\ell + 1$.

$$R^\ell : \mathcal{O}^{\ell+1} \to \mathcal{O}^\ell \quad \text{with} \quad R^\ell(o_I) \in \{o_i | I^\ell(o_i) = o_I\}$$

One possibility of defining such a representative is to choose the object nearest to the center of mass of the set. We are now able to define the input dissimilarity matrix $D^{\ell+1}$ on the $(\ell + 1)$th level.

$$D^{\ell+1}(I,J) = D^\ell(R^\ell(o_I), R^\ell(o_J))$$
Having assembled all the necessary parts which constitute the resolution pyramid, the optimization can proceed as described in the beginning of this section. The intermediate coarse to fine mappings of computational results is achieved in a straightforward manner. A pictorial description of the multi-scale pyramid construction is given in figure 4.

4 Texture Segmentation by Pairwise Data Clustering

In order to pose the segmentation of images according to texture content as a pairwise data clustering problem, we follow the approach of Hofmann et al. [8]. A suitable image representation for texture segmentation is given by a multi-scale family of Gabor filters

$$G(x, \sigma, k) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left(-\frac{x^4}{2\sigma^2} + ik^4x, \right)$$  (8)

which are known to have good discriminatory power for a wide range of textures [8] [10]. In good agreement with psychophysical experiments [4] these Gabor filters extract feature information in the spatial correlation of the texture. The moduli of a bank of such filters at three different scales with octave spacing and four orientations are used as the representation of the input image. Thus the resulting twelve dimensional vector of modulus values $I(x)$ for each image location $x$ comprises our basic texture features.

By its very nature, texture is a non local property. Although $I(x)$ contains information about spatial relations of pixels in the neighborhood of $x$, it may not
suffice to grasp the complete characterization of the prevalent texture. Therefore the image is covered with a regular grid of image sites. Suppose a suitable binning $t^* = 0 < t_1 < \ldots < t_L$ is given. For each site $i$, $i = 1 \ldots N$ the empirical feature distribution $f_i^{(r)}$ is computed for all Gabor channels $r$ in order to arrive at a texture description for these spatially extend image patches. The dissimilarity between textures at location $i$ and $j$ is then computed independently for each of the channels by a $\chi^2$ statistic.

$$D_{ij}^{(r)} = \chi^2 = \sum_{k=1}^{L} \frac{(f_i^{(r)}(t_k) - \hat{f}^{(r)}(t_k))^2}{\hat{f}^{(r)}(t_k)},$$

where $\hat{f}^{(r)}(t_k) = [f_i^{(r)}(t_k) + f_j^{(r)}(t_k)]/2$. (9)

In order to combine the different values $D_{ij}^{(r)}$ into one dissimilarity value for each pair of objects the $L_1$-norm is used: $D_{ij} = \sum_r D_{ij}^{(r)}$. As a comparative study shows, this norm outperforms all norms in the $L_p$ family [18].

5 Results

Artificial Data Sets: In section 2 some drawbacks of the formerly developed clustering method were addressed. As the novel path based approach was especially designed to cure such deficits, we first demonstrate its performance on some artificially generated data sets which would pose challenging problems for the conventional method. In figure 5 the results for three different toy data sets are depicted. Evidently the elongated structures apparent in these data sets are grouped in an intuitively appealing manner by our new algorithm.

Recently another interesting paradigm for pairwise data clustering has been proposed by Fred [5]. In this agglomerative procedure clusters are combined if the dissimilarity increment between neighboring objects is sufficiently small according to some smoothness requirement. Our and Fred's results are depicted in figure 6. In contrast to the approach in [5] the outer ring like structure of
Fig. 6. Comparison between path based pairwise clustering (a) and the most competitive agglomerative procedure (b)

Fig. 7. Multidimensional scaling visualization of texture histograms illustrating the texture drift phenomenon: a) frontal b) tilted view on five textures

this data set does not constitute a cluster in the sense of our objective function and we have, therefore, inferred a solution with seven groups. Apart from this deviation, our method is able to match the competitors performance.

Texture Segmentation: A core application domain for pairwise data clustering techniques is the unsupervised segmentation of textured images. In order to obtain test images with known ground truth a set of mixtures of five textures each, so called Mondrians, has been constructed on the basis of micro textures from the Brodatz album.

Before we come to discuss our results a word about the motivation for path based clustering for texture segmentation is in order. Textures in real world images often exhibit a gradient or drift of the describing features due to perspective distortions. This lack of translational and rotational invariance has been recog-
nized early by Gibson [6]. To our knowledge, Lee et al. [14] were the first to address this problem as an important factor in designing models for texture segmentation. The issue is illustrated by figure 7. Here the texture histograms have been treated as vectors. In order to visualize their structural properties the dimensionality reduction technique multi-dimensional scaling (MDS) has been applied to construct a low dimensional embedding of the given vectors while faithfully preserving the inter vector distances. Figure 7 has been generated by using a deterministic annealing implementation of MDS as described in [12]. The left figure shows the case of a frontal view on five exemplary textures whereas the right one depicts the histogram embedding of the same textures when tilting the viewing angle. Clearly, the distorted textures form elongated structures in the feature space, whereas the non-inclined ones are characterized by compact groups.

In order to give an impression of the performance of the novel path based clustering approach three typical grouping solutions on mixtures of tilted Brodatz textures are shown in figure 8. For comparison the results of the conventional pairwise clustering approach (PWC) and another recently proposed and highly competitive histogram clustering method known as Asymmetric Clustering Model (ACM) [16] are also shown. All of these results were reached by multi-scale techniques. In this context it is interesting to shed some light on the
different topologies in the object and spatial domain. Whereas the novel clustering algorithm presumes a certain topological structure in the object realm, namely that of elongated data sources, the spatial relations of two-dimensional images yield another interesting starting point in terms of the multi-scale coarsening strategy. Evidently spatially neighboring sites on the image grid are likely to belong to the same texture category. Therefore combining four by four regions of image sites can be used for defining the multi-scale pyramid in the case of texture segmentation.

As can be seen in figure 8, path based pairwise data clustering clearly outperforms its competitors on this testbed. The results show that the other algorithms tend to split perceptually homogenous regions due to the fact that they cannot handle texture gradients properly. Moreover the image regions in which an edge between adjacent textures occurs are notoriously difficult to handle. The mixed statistics of such image parts do not pose so much of a difficulty for our novel algorithm because often there are links in terms of mediating paths to textures on either side of the edge. Thus the region of concern will then be adjoined to one of these instead of being considered as a group in its own right. However in some cases (c.f. the second row in figure 8) even the novel method fails to achieve the expected results. Thus the problem of mixed statistics can not be considered completely resolved. Another interesting example is given by the last row of figure 8. Here the same texture has been used twice, once in the upper part and once on the right side of the Mondrian. Our method groups these two regions together thereby recognizing the textural similarity whereas the competing approaches separate this texture in different segments.

Path Based Clustering is related, but not identical to the agglomerative minimum spanning tree clustering algorithm (MST) (c.f. [9]). If outliers are present far away from all clusters, MST will put them in single clusters, whereas PBC assigns them to the nearest cluster. Figure 9 shows some results of MST applied to texture segmentation. The agglomerative algorithm has been stopped at different levels. The result with 26 clusters, for instance, contains only 3 groups with more than 3 elements. The result with 145 clusters is the first to distinguish the 5 different texture segments. However this solution suffers from a large amount of noise near the texture boundaries.

Fig. 9. Segmentation results for the texture Mondrian from example 8(a) with Minimum Spanning Tree Clustering using a) 15 cluster b) 26 c) 42 d) 145 and e) 210 cluster
Fig. 10. Visualization of frequencies with which a given edge is lying on an optimal path between some objects. a) example one, b) example three of figure 8

Another interesting insight in our novel approach is given by looking at the frequencies with which an edge between objects is lying on an optimal path between any two other objects. Such a visualization for the first and last example of figure 8 is given in figure 10. Here the objects are given by the image sites lying on a homogeneous grid. The darker the depicted edge, the more often this particular link has appeared on an optimal path. In the case of well separated groups (example 1 of figure 8) the visible edges are all in the interior of the five segments. On the other hand there is a number of frequently used edges forming a chain which traverses the border between Mondrian segments in the case of the merged textures (example three in figure 8).

Apart from artificially created scenarios the ultimate test of a texture segmentation method are real-world images. In this case texture drift occurs as a natural consequence of perspective distortion. Here some results on photographic images taken from the COREL photo gallery are shown in figure 11. Again the path based approach to pairwise data grouping performs best. Furthermore the problem of the competing algorithms with image regions on texture edges becomes apparent again. Our novel method yields satisfactory results not introducing mixed statistics groups.

6 Conclusion

In this contribution a novel algorithm for pairwise data clustering has been proposed. It enhances the conventional approach by redefining inter object dissimilarities on the basis of mediating paths between those entities which belong to the same group or cluster. Moreover an efficient multi-scale optimization scheme for the new clustering approach has been developed. The ability of path based
pairwise data clustering to generate high quality grouping solutions has been demonstrated on artificially created data sets as well as for real world applications.

However we consider the new grouping criterion to be work in progress. First of all, the current technique for reducing the number of actually considered dissimilarity values is given by simple regular subsampling. Better alternatives in the sense of Gibbs sampling or methods based on the histogram of dissimilarities should be developed. Furthermore, better stochastic optimization methods for our novel clustering approach like simulated annealing have to be formulated and embedded in the multi-scale framework.
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Abstract. This paper presents an iterative maximum likelihood framework for perceptual grouping. We pose the problem of perceptual grouping as one of pairwise relational clustering. The method is quite generic and can be applied to a number of problems including region segmentation and line-linking. The task is to assign image tokens to clusters in which there is strong relational affinity between token pairs. The parameters of our model are the cluster memberships and the link weights between pairs of tokens. Commencing from a simple probability distribution for these parameters, we show how they may be estimated using an EM-like algorithm. The cluster memberships are estimated using an eigendecomposition method. Once the cluster memberships are to hand, then the updated link-weights are the expected values of their pairwise products. The new method is demonstrated on region segmentation and line-segment grouping problems where it is shown to outperform a non-iterative eigenclustering method.

1 Introduction

Recently, there has been considerable interest in the use of matrix factorisation methods for perceptual grouping. These methods can be viewed as drawing their inspiration from spectral graph theory [4]. The basic idea is to commence from an initial characterisation of the perceptual affinity of different image tokens in terms of a matrix of link-weights. Once this matrix is to hand then its eigenvalues and eigenvectors are located. The eigenmodes represent pairwise relational clusters which can be used to group the raw perceptual entities together. There are several examples of this approach described in the literature. At the level of image segmentation, several authors have used algorithms based on the eigenmodes of an affinity matrix to iteratively segment image data. One of the best known is the normalised cut method of Shi and Malik [16]. Recently, Weiss [17] has shown how this, and other closely related methods, can be improved using a normalised affinity matrix. At higher level, both Sarkar and Boyer [14] and Perona and Freeman [13] have developed matrix factorisation methods for line-segment grouping. These non-iterative methods both use the eigenstructure of a perceptual affinity matrix to find disjoint subgraphs that represent the main arrangements of segmental entities.

* Supported by CONACYT, under grant No. 146475/151752.
Although elegant by virtue of their use of matrix factorisation to solve the underlying optimization problem, one of the criticisms which can be leveled at these methods is that their foundations are not statistical in nature. The aim in this paper is to overcome this shortcoming by developing a maximum likelihood framework for perceptual grouping. We pose the problem as one of pairwise clustering which is parameterised using two sets of indicator variables. The first of these are cluster membership variables which indicate to which perceptual cluster a segmental entity belongs. The second set of variables are link weights which convey the strength of the perceptual relations between pairs of nodes in the same cluster. We use these parameters to develop a probabilistic model which represents the pairwise clustering of the perceptual entities. We iteratively maximise the likelihood of the configuration of pairwise clusters using an EM-like algorithm. By casting the log-likelihood function into a matrix setting, we are able to estimate the cluster-memberships using matrix factorisation. Once these memberships are to hand, then the link-weights may be estimated.

It is important to stress that although there have been some attempts at using probabilistic methods for grouping elsewhere in the literature [11], our method has a number of unique features which distinguish it from these alternatives. Early work by Dickson [6] has used Bayes nets to develop a hierarchical framework for splitting and merging groups of lines. Cox, Rehg and Hingorani [9] have developed a grouping method which combines evidence from the raw edge attributes delivered by the Canny edge detector. Leite and Hancock [10] have pursued similar objectives with the aim of fitting cubic splines to the output of a bank of multiscale derivative of Gaussian filters using the EM algorithm. Castano and Hutchinson [11] have developed a Bayesian framework for combining evidence for different graph-based partitions or groupings of line-segments. The method exploits bilateral symmetries. It is based on a frequentist approach over the set of partitions of the line-segments and is hence free of parameters. Recently, Crevier [5] has developed an evidence combining framework for extracting chains of collinear line-segments. Our work differs from this work in a number of important ways. We use a probabilistic characterisation of the grouping-graph based on a matrix of link weights. The goal of computation is to iteratively recover the maximum likelihood elements of this matrix using the apparatus of the EM algorithm. When posed in this way, the resulting iterative process may also be regarded as the high-level analogue of a number of low-level iterative processes for perceptual grouping. Here several authors have explored the use of iterative relaxation style operators for edgel grouping. This approach was pioneered by Shashua and Ullman [15] and later refined by Guy and Medioni [7] among others. Parent and Zucker have shown how co-circularity can be used to gauge the compatibility of neighbouring edges [12]. Our method differs from these methods by virtue of the fact that it uses a statistical framework rather than a goal directed one dictated by considerations from neurobiology.

The outline of this paper is as follows. Section 2 reviews previous work on how matrix factorisation may be applied to the link-weight matrix to perform perceptual grouping. In Section 3 we develop our maximum likelihood framework
and show how the parameters of the model, namely the cluster membership probabilities and the pairwise link-weights can be estimated using an iterative EM-like algorithm. In Section 4 we describe how the method can be applied to image segmentation while Section 5 describes a second application involving motion analysis. Finally, Section 6 concludes the paper by summarising our contributions and offering directions for future research.

2 Grouping by Matrix Factorisation

We pose the problem of perceptual grouping as that of finding the pairwise clusters which exist within a set of image tokens. These objects may be pixels, or segmental entities such as corners, lines, curves or regions. However, in this paper we focus on the two problems of region segmentation and motion analysis. The process of pairwise clustering is somewhat different to the more familiar one of central clustering. Whereas central clustering aims to characterise cluster-membership using the cluster mean and variance, in pairwise clustering it is link-weights between nodes which are used to establish cluster membership. Although less well studied than central clustering, there has recently been renewed interest in pairwise clustering aimed at placing the method on a more principled footing using techniques such as mean-field annealing [8].

To commence, we require some formalism. We are interested in grouping a set of objects which are abstracted using a weighted graph. The problem is characterised by the set of nodes $V$ that represent the objects and the set of weighted edges $E$ between the nodes that represent the state of perceptual grouping. The aim in grouping is to locate the set of edges that partition the node-set $V$ into disjoint and disconnected subsets. If $V_\omega$ represents one of these subsets and $\Omega$ is the index-set of different partitions, then $V = \bigcup_{\omega \in \Omega} V_\omega$ and $V_\omega \cap V_{\omega'} = \emptyset$ if $\omega \neq \omega'$. Moreover, since the edges partition the node-set into disconnected subgraphs, then $E \cap (V_\omega \times V_{\omega'}) = \emptyset$ if $\omega \neq \omega'$. We are interested in perceptual grouping problems which can be characterised using an $|V| \times |V|$ matrix of link-weights $A$. The elements of this matrix convey the following meaning in the hard limit

$$A_{ij} = \begin{cases} 1 & \text{if there exists a partition } V_\omega \\ & \text{such that } i \in V_\omega \text{ and } j \in V_\omega \\ 0 & \text{otherwise} \end{cases} \quad (1)$$

In this paper we are interested in how matrix factorisation methods can be used to locate the set of edges which partition the nodes. One way of viewing this is as the search for the permutation matrix which re-orders the elements of $A$ into non-overlapping blocks. However, when the elements of the matrix $A$ are not binary in nature, then this is not a straightforward task. However, Sarkar and Boyer [14] have shown how the positive eigenvectors of the matrix of link-weights can be used to assign nodes to perceptual clusters. Using the Rayleigh-Ritz theorem, they observe that the scalar quantity $x^T A x$, where $A$ is the weighted adjacency
matrix, is maximised when \( \mathbf{x} \) is the leading eigenvector of \( \mathbf{A} \). Moreover, each of the subdominant eigenvectors corresponds to a disjoint perceptual cluster. We confine our attention to the same-sign positive eigenvectors (i.e. those whose corresponding eigenvalues are real and positive, and whose components are either all positive or are all negative in sign). If a component of a positive eigenvector is non-zero, then the corresponding node belongs to the perceptual cluster associated with the associated eigenmodes of the weighted adjacency matrix. The eigenvalues \( \lambda_1, \lambda_2, \ldots \) of \( \mathbf{A} \) are the solutions of the equation \( |\mathbf{A} - \lambda \mathbf{I}| = 0 \) where \( \mathbf{I} \) is the \( N \times N \) identity matrix. The corresponding eigenvectors \( \mathbf{x}_{\lambda_1}, \mathbf{x}_{\lambda_2}, \ldots \) are found by solving the equation \( \mathbf{A} \mathbf{x}_{\lambda_i} = \lambda_i \mathbf{x}_{\lambda_i} \). Let the set of positive same-sign eigenvectors be represented by \( \Omega = \{ \omega | \lambda_\omega > 0 \land [(\mathbf{x}_{\lambda_i^*}^\top (i) > 0 \forall i) \lor (\mathbf{x}_{\lambda_i^*}^\top (i) < 0 \forall i)] \} \). Since the positive eigenvectors are orthogonal, this means that there is only one value of \( \omega \) for which \( \mathbf{x}_{\lambda_i^*}^\top (i) \neq 0 \). In other words, each node \( i \) is associated with a unique cluster. We denote the set of nodes assigned to the cluster with modal index \( \omega \) as \( V_\omega = \{ i | \mathbf{x}_{\lambda_i^*}^\top (i) \neq 0 \} \).

3 Maximum Likelihood Framework

In this paper, we are interested in exploiting the factorisation property of Sarkar and Boyer [14] to develop a maximum likelihood method for updating the link-weight matrix \( \mathbf{A} \) with the aim of developing a more robust perceptual grouping method. We commence by factorising the likelihood of the observed arrangement of objects over the set of modal clusters of the link-weight matrix. Since the set of modal clusters are disjoint we can write,

\[
P(\mathbf{A}) = \prod_{\omega \in \Omega} P(\Phi_\omega)
\]

where \( P(\Phi_\omega) \) is the probability distribution for the set of link-weights belonging to the modal-cluster indexed \( \omega \). To model the component probability distributions, we introduce a cluster membership indicator which models the degree of affinity of the object indexed \( i \) to the cluster with modal index \( \omega \). This is done using the magnitudes of the modal co-efficients and we set

\[
s_{i\omega} = \frac{|\mathbf{x}_{\lambda_i^*}^\top (i)|}{\sum_{i \in V_\omega} |\mathbf{x}_{\lambda_i^*}^\top (i)|}
\]

Using these variables, we develop a model of probability distribution for the link-weights associated with the individual clusters. We commence by assuming that there are putative edges between each pair of nodes \( (i, j) \) belonging to the cluster. The set of putative edges is \( \Phi_\omega = V_\omega \times V_\omega \setminus \{(i, i) | i \in V\} \). We further assume that the link-weights belonging to each cluster are independent of one another and write

\[
P(\Phi_\omega) = \prod_{(i, j) \in \Phi_\omega} P(A_{i,j})
\]
To proceed, we require a model of probability distribution for the link-weights. Here we adopt a model in which the observed link structure of the pairwise clusters arises through a Bernoulli distribution. The parameter of this distribution is the link-probability $A_{i,j}$. The idea behind this model is that any pair of nodes $i$ and $j$ may connect to each with a link. This link is treated as a Bernoulli variable. The probability that this link is the correct is $A_{i,j}$ while the probability that it is in error is $1 - A_{i,j}$. To gauge the correctness of the link, we check whether the nodes $i$ and $j$ belong to the same pairwise cluster. To test for cluster-consistency we make use of the quantity $s_{i\omega}s_{j\omega}$. This is unity if both nodes belong to the same cluster and is zero otherwise. Using this switching property, the Bernoulli distribution becomes

$$p(A_{i,j}) = A_{i,j}^{s_{i\omega}s_{j\omega}} (1 - A_{i,j})^{1 - s_{i\omega}s_{j\omega}}$$  \hspace{1cm} (5)$$

This distribution takes on its largest values when either the link weight $A_{ij}$ is unity and $s_{i\omega} = s_{j\omega} = 1$, or if the link weight $A_{i,j} = 0$ and $s_{i\omega} = s_{j\omega} = 0$.

With these ingredients the log-likelihood function for the observed pattern of link weights is

$$\mathcal{L} = \sum_{\omega \in \Omega} \sum_{(i,j) \in \Phi_{\omega}} \left\{ s_{i\omega}s_{j\omega} \ln A_{ij} + (1 - s_{i\omega}s_{j\omega}) \ln (1 - A_{i,j}) \right\}$$  \hspace{1cm} (6)$$

After some algebra to collect terms, the log-likelihood function simplifies to

$$\mathcal{L} = \sum_{\omega \in \Omega} \sum_{(i,j) \in \Phi_{\omega}} \left\{ s_{i\omega}s_{j\omega} \ln \frac{A_{ij}}{1 - A_{ij}} + \ln (1 - A_{i,j}) \right\}$$  \hspace{1cm} (7)$$

Posed in this way the structure of the log-likelihood function is reminiscent of that underpinning the expectation-maximisation algorithm. The modes of the link-weight matrix play the role of mixing components. The product of cluster-membership variables $s_{i\omega}s_{j\omega}$ plays the role of an a posteriori measurement probability. Secondly, the link-weights are the parameters which must be estimated. However, there are important differences. The most important of these is that the modal clusters are disjoint. As a result there is no mixing between them.

Based on this observation, we will exploit an EM-like process to update the link-weights and the cluster-membership variables. In the “M” step we will locate maximum likelihood link-weights. In the “E” step we will use the revised link-weight matrix to update the modal clusters. To this end we index the link weights and cluster memberships with iteration number and aim to optimise the quantity
\[ Q(A^{(n+1)}|A^{(n)}) = \sum_{\omega \in \Omega} \sum_{(i,j) \in \Phi_{\omega}} \left\{ s_{i\omega}^{(n)} s_{j\omega}^{(n)} \ln \frac{A_{ij}^{(n+1)}}{1 - A_{ij}^{(n+1)}} + \ln(1 - A_{ij}^{(n+1)}) \right\} \]  

(8)

The revised link weight parameters are indexed at iteration \( n + 1 \) while the cluster-memberships are indexed at iteration \( n \).

### 3.1 Expectation

To update the cluster-membership variables we have used a gradient-based method. We have computed the derivatives of the expected log-likelihood function with respect to the cluster-membership variable

\[
\frac{\partial Q(A^{(n+1)}|A^{(n)})}{\partial s_{i\omega}^{(n+1)}} = \sum_{j \in V_{\omega}} s_{j\omega}^{(n)} \ln \frac{A_{ij}^{(n+1)}}{1 - A_{ij}^{(n+1)}}
\]

(9)

Since the associated saddle-point equations are not tractable in closed form, we use the soft-assign ansatz of Bridle [2] to update the cluster membership assignment variables. This involves exponentiating the partial derivatives of the expected log-likelihood function in the following manner

\[
s_{i\omega}^{(n+1)} = \frac{\exp \left[ \frac{\partial Q(A^{(n+1)}|A^{(n)})}{\partial s_{i\omega}^{(n)}} \right]}{\sum_{i \in V_{\omega}} \exp \left[ \frac{\partial Q(A^{(n+1)}|A^{(n)})}{\partial s_{i\omega}^{(n)}} \right]} \]

(10)

As a result the update equation for the cluster membership indicator variables is

\[
s_{i\omega}^{(n+1)} = \frac{\exp \left[ \sum_{j \in V_{\omega}} s_{j\omega}^{(n)} \ln \frac{A_{ij}^{(n+1)}}{1 - A_{ij}^{(n+1)}} \right]}{\sum_{i \in V_{\omega}} \exp \left[ \sum_{j \in V_{\omega}} s_{j\omega}^{(n)} \ln \frac{A_{ij}^{(n+1)}}{1 - A_{ij}^{(n+1)}} \right]} \]

(11)

\[
= \frac{\prod_{j \in V_{\omega}} \left\{ \frac{A_{ij}^{(n+1)}}{1 - A_{ij}^{(n+1)}} \right\} s_{j\omega}^{(n)}}{\sum_{i \in V_{\omega}} \prod_{j \in V_{\omega}} \left\{ \frac{A_{ij}^{(n+1)}}{1 - A_{ij}^{(n+1)}} \right\} s_{j\omega}^{(n)}}
\]
3.2 Maximisation

Once the revised cluster membership variables are to hand then we can apply the maximisation step of the algorithm to update the link-weight matrix. The updated link-weights are found by computing the derivatives of the expected log-likelihood function

$$\frac{\partial Q(A^{(n+1)}|A^{(n)})}{\partial A_{ij}^{(n+1)}} = \sum_{\omega \in \Omega} \xi_{i,j,\omega} \left\{ \delta_{i\omega}^{(n)} \delta_{j\omega}^{(n)} \cdot \frac{1}{A_{ij}^{(n+1)}(1-A_{ij}^{(n+1)})} - \frac{1}{1-A_{ij}^{(n+1)}} \right\}$$

and solving the saddle-point equations

$$\frac{\partial Q(A^{(n+1)}|A^{(n)})}{\partial A_{ij}^{(n+1)}} = 0$$

As a result the updated link-weights are given by

$$A_{ij}^{(n+1)} = \sum_{\omega \in \Omega} \delta_{i\omega}^{(n)} \delta_{j\omega}^{(n)}$$

In other words, the link-weight for the pair of nodes \((i, j)\) is simply the average of the product of individual node cluster memberships over the different perceptual clusters. Since each node is associated with a unique cluster, this means that the updated affinity matrix is composed of non-overlapping blocks. Moreover, the link-weights are are guaranteed to be in the interval \([0, 1]\).

3.3 Modal Structure of the Updated Link-Weight Matrix

Once the updated link-weight matrix is to hand, then we can use the modal analysis of Sarkar and Boyer to refine the set of clusters. The idea is a simple one. For each cluster, we compute an updated link-weight matrix. The leading eigenvector of this matrix provides a measure of the affinity of the different nodes to the cluster.

To proceed, we introduce some matrix notation. We commence by representing the cluster-memberships of the cluster indexed \(\omega\) using the column vector \(S_{\omega} = (s_{1\omega}, \ldots, s_{|V_{\omega}|\omega})^T\). We also define a \(|V| \times |V|\) weight-matrix \(W^\omega\), whose elements are

$$W_{i,j}^\omega = \xi_{i,j,\omega} \ln \frac{A_{ij}^{(n)}}{1-A_{ij}^{(n)}}$$

(15)
where

$$\zeta_{i,j,\omega} = \begin{cases} 1 & \text{if } s_{i,\omega}^{(n)} \neq 0 \text{ and } s_{j,\omega}^{(n)} \neq 0 \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (16)$$

With this notation, the algorithm focuses on the quantity

$$\hat{Q}(A^{(n+1)} | A^{(n)}) = \sum_{\omega \in \Omega} S^T_{\omega} W^\omega S_{\omega}$$  \hspace{1cm} (17)$$

In this way the log-likelihood function is decomposed into contributions from the distinct modal clusters. Moreover, each cluster weight matrix $W^\omega$ is disjoint. For each such matrix, we will perform a further eigendecomposition to identify the foreground and background modal structure. Recall that Sarkar and Boyer [14] have shown that the scalar quantity $x^T A x$, where $A$ is the weighted adjacency matrix and $x$ is a vector of cluster-membership variables, is maximised when $x$ is the leading eigenvector of $A$. Unfortunately, we can not exploit this property directly. The reasons for this are twofold. First, the utility measure underpinning our maximum likelihood algorithm is a sum of terms of the form $S^T_{\omega} W^\omega S_{\omega}$. Second, the elements of $W^\omega$ may be negative (since it is computed by taking logarithms) and hence its eigenvalues will not be real. We overcome the first of these problems by applying the Rayleigh-Ritz theorem to each weight matrix $W^\omega$ in turn. Each such matrix represents a distinct cluster and its leading eigenvector represents the individual cluster-membership affinities of the nodes. To overcome the second problem we make use of the fact that the directions of the eigenvectors of the matrices $A$ and $\ln A$ are identical. We therefore commence from the matrix $\hat{W}^\omega$ whose elements are

$$\hat{W}_{ij}^\omega = \zeta_{i,j,\omega} \left[ \frac{A_{ij}^{(n+1)}}{1 - A_{ij}^{(n+1)}} \right]$$  \hspace{1cm} (18)$$

We use the components of the leading eigenvector $z_{\omega}$ of $\hat{W}^\omega$ to perform “modal sharpening” on the cluster memberships. They are re-assigned according to the following formula

$$s_{i,\omega}^{(n+1)} = \frac{|z_{\omega}(i)|}{\sum_{i=1}^{\|V_{\omega}\|} |z_{\omega}(i)|}$$  \hspace{1cm} (19)$$

Before proceeding, it is worth pausing to consider the relationship between this modal analysis and the updated cluster membership variables. Using the update formula obtained for the cluster-membership variables given in Equation (11), it is a straightforward matter to show that the log-likelihood function is
given by

$$
\mathcal{L} = \sum_{\omega \in \Omega} \sum_{(i,j) \in \Phi_\omega} \left\{ T^{(n+1)}_{ij} \frac{\exp \left[ \sum_{k \in V_\omega} T^{(n+1)}_{ik} s^{(n)}_{k\omega} \right]}{\sum_{i' \in V_\omega} \exp \left[ \sum_{k \in V_\omega} T^{(n+1)}_{i'k} s^{(n)}_{k\omega} \right]} \frac{\exp \left[ \sum_{k \in V_\omega} T^{(n+1)}_{kj} s^{(n)}_{k\omega} \right]}{\sum_{j' \in V_\omega} \exp \left[ \sum_{k \in V_\omega} T^{(n+1)}_{j'k} s^{(n)}_{k\omega} \right]} + \ln(1 - A^{(n+1)}_{ij}) \right\} 
$$

(20)

where

$$
T^{(n+1)}_{ij} = \ln \left( \frac{A^{(n+1)}_{ij}}{1 - A^{(n+1)}_{ij}} \right)
$$

(21)

To cast the log-likelihood function into a matrix setting suppose that $T^{(n+1)}$ is the matrix whose entry with row $i$ and column $j$ is $T^{(n+1)}_{i,j}$. Further, suppose that $x^{(n)}_\omega (\lambda^{(n+1)}_i) = \{x^{(n)}_1, x^{(n)}_2, \ldots, x^{(n)}_m\}^T$ is the eigenvector associated with the eigenvalue $\lambda^{(n+1)}_i$ of $T^{(n+1)}$. For this eigenvector, the eigenvalue equation is

$$
T^{(n+1)} x^{(n)}_\omega = \lambda^{(n+1)}_i x^{(n)}_\omega
$$

(22)

Furthermore, the $j$th component of the eigenvector satisfies the equation

$$
\sum_{k \in V_\omega} s^{(n)}_{k\omega} T^{(n+1)}_{kj} = \lambda^{(n+1)}_i s^{(n)}_{j\omega}, \quad j = 1, 2, \ldots, m
$$

(23)

If the vector of cluster membership variables $s^{(n)}_\omega (\lambda^{(n+1)}_i) = \{s^{(n)}_1, s^{(n)}_2, \ldots, s^{(n)}_m\}^T$ is an eigenvector of $T^{(n+1)}$ then we can write

Collecting terms together

$$
\mathcal{L} = \sum_{\omega \in \Omega} \sum_{(i,j) \in \Phi_\omega} \left\{ T^{(n+1)}_{ij} \frac{\exp \left[ \lambda^{(n+1)}_i (s^{(n)}_{i\omega} + s^{(n)}_{j\omega}) \right]}{\sum_{i' \in V_\omega} \exp \left[ \lambda^{(n+1)}_i s^{(n)}_{i'\omega} \right] \sum_{j' \in V_\omega} \exp \left[ \lambda^{(n+1)}_i s^{(n)}_{j'\omega} \right]} + \ln(1 - A^{(n+1)}_{ij}) \right\}
$$

(24)

For the cluster indexed $\omega$, the contribution to the log-likelihood function is clearly maximised when $\lambda^{(n+1)}_i$ is the largest eigenvalue of $T^{(n+1)}$.

### 3.4 Algorithm Description

To summarise, the iterative steps of the algorithm are as follows:
Fig. 1. Results obtained on synthetic images using the Eigendecompositon method and the Softassign.

- (1) Compute the eigenvectors of the current link-weight matrix $A^{(n)}$. Each same-sign eigenvector whose eigenvalue is positive represents a disjoint pairwise cluster. The number of such eigenvectors determines the number of clusters for the current iteration. This number may vary from iteration to iteration.
- (2) Compute the updated cluster-membership variables using the E-step. At this stage modal sharpening amy be performed to improve the cluster-structure if desired. This sharpening process may be iterated to refine the current set of clusters.
- (3) Update the link-weights using the M-step to compute the updated link weight matrix $A^{(n+1)}$.
- Goto step (1).
4 Grey Scale Image Segmentation

The first application of our new pairwise clustering method involves segmenting grey-scale images into regions. To compute the initial affinity matrix, we use the difference in grey-scale values at different pixel sites. Suppose that $g_i$ is the grey-scale value at the pixel indexed $i$ and $g_j$ is the grey-scale value at the pixel indexed $j$. The corresponding entry in the affinity matrix is

$$A_{i,j}^{(0)} = \exp[-k_3(g_i - g_j)^2]$$  \hspace{1cm} (25)

If we are segmenting an $R \times C$ image of $R$ rows and $C$ columns, then the affinity matrix is of dimensions $RC \times RC$. This initial characterisation of the affinity matrix is similar to that used by Shi and Malik [16] in their normalised-cut method of image segmentation.
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**Fig. 2.** Number of segmentation errors versus noise standard deviation for non-iterative eigendecomposition (top curve), soft-assign EM (middle curve) and modal sharpening EM (lower curve).

By applying the clustering method to this initial affinity matrix we iteratively segment the image into regions. Each eigenmode corresponds to a distinct region.

4.1 Experiments

We have conducted experiments on both synthetic and real images. We commence with some examples on synthetic images aimed at establishing some of the properties of the resulting image segmentation method. In Figure 1 a) and b) we investigate the effect of contrast variations. The left-hand panel shows an image which divided into two rectangular regions. Within each region there is variation in intensity whose distribution is generated using a Lambertian sphere. In the right-hand panel we show the resulting segmentation when the EM-like method is used with modal sharpening. There are two modes, i.e. detected regions. These correspond to the two rectangular regions in the original image. There is no fragmentation due to the spherical intensity variation.
Next we consider the effect of added random noise. In Figure 1 c), d), e) and f) (i.e. the second row) we show a sequence of images in which we have added Gaussian noise of zero mean and known standard deviation to the grey-scale values in an image containing three rectangular regions. The third row (i.e 1 g, h, i and j) shows the segmentation result obtained with the EM algorithm when cluster-memberships are updated using the modal refinement process described in Section 3.3. The fourth row (i.e 1 k,l,m and n) shows the segmentation

Fig. 3. Comparison between the non-iterative eigendecomposition approach and the two variants of the EM-like algorithm.

Fig. 4. Segmentations of grey-scale images.
obtained using the EM algorithm with cluster membership update using soft-assign. For the different images, standard deviation of the added Gaussian noise is 35%, 50%, 65% and 95% of the grey-scale difference between the regions. The final segmentations are obtained with an average of 2.3 iterations per cluster. The final segmentations contain 3, 3, 4 and 4 clusters respectively. The method begins to fail once the noise exceeds 60%. It is also worth noting that the region boundaries and corners are well reconstructed.

Figure 2 offers a more quantitative evaluation of the segmentation capabilities of the method. Here we compute the fraction of mislabelled pixels in the segmented images as a function of the standard deviation of the added Gaussian noise. The plot shows three performance curves obtained with a) the non-iterative eigendecomposition algorithm, b) the EM-like method with soft-assign and c) the EM-like algorithm with modal sharpening. The non-iterative method fails abruptly at low noise-levels. The two variants of the EM-like algorithm perform much better, with the modal sharpening method offering a useful margin of advantage over the soft-assign method.

We have repeated the experiments described above for a sequence of synthetic images in which the density of distractors increases. For each image in turn we have computed the number of distractors merged with the foreground pattern and the number of foreground line-segments which leak into the background. Figures 3 a and b respectively show the fraction of nodes merged with the foreground and the number of nodes which leak into the background as a function of the number of distractors. The three curves shown in each plot are for the non-iterative eigendecomposition method and for the EM-like algorithm when both soft-assign and modal sharpening are used to update the cluster membership weights. In both cases, the shoulder of the response curve for the two variants of the EM-like algorithm occurs at a significantly higher error rate than that for the non-iterative eigen-decomposition method. Of the two alternative methods for updating the cluster membership weights in the EM algorithm, modal sharpening works best.

To conclude this section, in Figure 4 we provide some example segmentations on real-world images. In the top row we show the original image, the middle row is the segmentation obtained with EM and modal sharpening, while the bottom row shows the segmentation obtained with EM and soft-assign. On the whole the results are quite promising. The segmentations capture the main region structure of the images. Moreover, they are not unduly disturbed by brightness variations or texture. The modal sharpening method gives the cleanest segmentations. It should be stressed that these results are presented to illustrate the scope offered by our new clustering algorithm and not to make any claims concerning its utility as a tool for image segmentation. To do so would require comparison and sensitivity analysis well beyond the scope of this paper.

One of the interesting properties of our method is that the number of modes or clusters changes with each iteration of the algorithm. This is because we perform a new modal analysis each time the link-weight matrix $A^{(n)}$ is updated. For the segmentation results shown in fig 4, we have investigated how the number
of modal clusters varies with iteration number. In Figure 5 we show the number of active clusters as a function of iteration number for each of the real-world images. In each case the number of clusters increase with iteration number. In the best case the number of clusters stabilizes after 2 iterations (figure 4i), and in the worst case after 6 iterations (figure 4l).

5 Motion Segmentation

Our second application involves motion segmentation. To compute motion vectors we have used a single resolution block matching algorithm using spatial/temporal correlation [3], this kind of block matching algorithms are based on a predictive search that reduces the computational complexity and provides a reliable performance. The 2D velocity vectors for the extracted motion blocks are characterised using a matrix of pairwise similarity weights. Suppose that \( \hat{n}_i \) and \( \hat{n}_j \) are the unit motion vectors for the blocks indexed \( i \) and \( j \). The elements of this weight matrix are given by

\[
A^{(0)}_{i,j} = \begin{cases} 
\frac{1}{2} \left( 1 + \hat{n}_i \cdot \hat{n}_j \right) & \text{if } i \neq j \\
0 & \text{otherwise}
\end{cases}
\] (26)

5.1 Motion Experiments

We have conducted experiments on motion sequences with known ground truth. In Figures 6a and 6b we show ground truth data for the “Hamburg taxi” and “Trevor White” sequences. The images show the distinct motion components for the two scenes. The corresponding raw images are shown in Figures 6c and 6f. In both sequences we use 8 \times 8 pixel blocks to compute the motion vectors. For the “Hamburg taxi” sequence the motion field is shown in Figure 6d. In Figure 6e we show the pairwise clusters obtained by applying our EM-like algorithm. There are 3 clusters which match closely to the ground truth data shown in

![Fig. 5. Number of clusters per iteration for each of the real-world images in fig. 4.](image-url)
Figure 6a. In fact, the three different clusters correspond to distinct moving vehicles in the sequence. Figure 6g shows the corresponding motion field for the “Trevor White” sequence. The motion segmentation is shown in Figure 6h. There are three clusters which correspond to the head, the right arm, and the chest plus left arm. These clusters again match closely to the ground-truth data. It is interesting to note that the results are comparable to those reported in [1] where a 5 dimensional feature vector and a neural network was used. The proposed algorithm converges in an average of four iterations.

In Table 1 we provide a more quantitative analysis of these results. The table lists the fraction of the pixels in each region of the ground truth data which are misassigned by the clustering algorithm. The best results are obtained for the chest-region, the taxi and the far-left car, where the error rate is a few percent. For the far-right car and the head of the Trevor White, the error rates are about 10%. The problems with the far-right car probably relate to the fact that it is close to the periphery of the image.
Table 1. Error percentage for the two image sequences.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Cluster</th>
<th>% of Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trevor White</td>
<td>Right arm</td>
<td>8 %</td>
</tr>
<tr>
<td>Trevor White</td>
<td>Chest</td>
<td>6 %</td>
</tr>
<tr>
<td>Trevor White</td>
<td>Head</td>
<td>12 %</td>
</tr>
<tr>
<td>Ham. Taxi</td>
<td>Taxi</td>
<td>4 %</td>
</tr>
<tr>
<td>Ham. Taxi</td>
<td>Far Left Car</td>
<td>3 %</td>
</tr>
<tr>
<td>Ham. Taxi</td>
<td>Far Right Car</td>
<td>10 %</td>
</tr>
</tbody>
</table>

6 Conclusions

In this paper, we have presented a new perceptual clustering algorithm which uses an EM-like algorithm to estimate link-weights and cluster membership probabilities. The method is based on an iterative modal decomposition of the link-weight matrix. The modal cluster membership probabilities are modeled using a Bernoulli distribution for the link-weights. We apply the method to the problems of region segmentation and of motion segmentation. The method appears robust to severe levels of background clutter.
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Abstract. We consider energy minimization problems related to image labeling, partitioning, and grouping, which typically show up at mid-level stages of computer vision systems. A common feature of these problems is their intrinsic combinatorial complexity from an optimization point-of-view. Rather than trying to compute the global minimum – a goal we consider as elusive in these cases – we wish to design optimization approaches which exhibit two relevant properties: First, in each application a solution with guaranteed degree of suboptimality can be computed. Secondly, the computations are based on clearly defined algorithms which do not comprise any (hidden) tuning parameters.

In this paper, we focus on the second property and introduce a novel and general optimization technique to the field of computer vision which amounts to compute a suboptimal solution by just solving a convex optimization problem. As representative examples, we consider two binary quadratic energy functionals related to image labeling and perceptual grouping. Both problems can be considered as instances of a general quadratic functional in binary variables, which is embedded into a higher-dimensional space such that suboptimal solutions can be computed as minima of linear functionals over cones in that space (semidefinite programs). Extensive numerical results reveal that, on the average, suboptimal solutions can be computed which yield a gap below 5% with respect to the global optimum in case where this is known.

1 Introduction

Many energy-minimization problems in computer vision like image labeling and partitioning, perceptual grouping, graph matching etc., involve discrete decision variables and therefore are intrinsically combinatorial by nature. Accordingly, optimization approaches to efficiently compute good minimizers have a long history in the literature. Important examples include the seminal paper by Geman and Geman [1] on simulated annealing, approaches for suboptimal Markov Random Field (MRF) minimization like the ICM-algorithm [2], the highest-confidence-first heuristic [3], multi-scale approaches [4], and other approximations [5,6]. A further important class of approaches comprises continuation methods like Leclers partitioning approach [7], the graduated-non-convexity
strategy by Blake and Zisserman [8], and various deterministic (approximate) versions of the annealing approach in applications like surface reconstruction [9], perceptual grouping [10], graph matching [11], or clustering [12].

Apart from the simulated annealing approach using annealing schedules which are unpractically slow for real-world applications (but prescribed by theory, see [1]), none of the above-mentioned approaches can guarantee to find the global minimum. And in general, this goal is elusive due to the combinatorial complexity of these minimization problems. Consequently, the important question arises: How good is a minimizer computed relative to the unknown global optimum? Can a certain quality of solutions in terms of its suboptimality be guaranteed in each application? To the best of our knowledge, none of the approaches above (apart from simulated annealing) seems to be immune against getting trapped in some local minimum and hence does not meet these criteria.

A further problem relates to the algorithmic properties of these approaches. Apart from simple greedy strategies [2,3], most approaches involve some (sometimes hidden) parameters on which the computed local minimum critically depends. A typical example is given by the artificial temperature parameter in deterministic annealing approaches and the corresponding iterative annealing schedule. It is well known [13] that such approaches exhibit complex bifurcation phenomena, the transitions of which (that is, which branch to follow) cannot be controlled by the user. Furthermore, these approaches involve highly nonlinear numerical fixed-point iterations which tend to oscillate in a parallel (synchronous) update mode (see [10, p. 906] and [15]).

These problems can be avoided by going back to the mathematically well-understood class of convex optimization problems. Under mild assumptions there exists a global optimum which, in turn, leads to a suboptimal solution of the original problem, along with clear algorithms to compute it. Abstracting from the computational process, we can simply think of a mapping taking the data to this solution. Thus, evidently, no hidden parameter is involved. Concerning global energy-minimization problems in computer vision, this has been exploited for continuous-valued functions in [16,17], for example, to approximate the classical Mumford-Shah functional [18] for image segmentation.

In this paper, however, we focus on more difficult problems by extending this line of research to prototypical energy-minimization problems involving discrete decision variables. Our work is based on the seminal paper by Lovász and Schrijver [19] who showed how tight problem relaxations can be obtained by lifting the problem up into some higher-dimensional space and down-projecting to a convex set containing feasible solutions in that space. This idea has been put forward and lead to a remarkable result by Goemans and Williamson [20], who were able to show for a classical combinatorial problem that suboptimal solutions (for the special problem considered) cannot be worse than 14% relative to the unknown global optimum. These two facts – bounds on the suboptimality, and algorithm design based on convex optimization – have motivated our work.

Organisation of the paper. We consider in Section 2 two representatives of the class of quadratic functionals in binary variables. This class of mini-
mization problems is well-known in the context of image labeling, perceptual grouping, MRF-modeling, etc. We derive a problem relaxation leading to a convex optimization problem in Section 3. The corresponding convex programming techniques are sketched in Section 4. In Section 5, we illustrate the properties of our approach by describing ground-truth experiments conducted with one-dimensional signals, for which the global optimum can be easily computed with dynamic programming. Real-world examples are discussed in Section 6, and we conclude our paper by indicating further work in Section 7.

**Notation.** For a vector \( y \in \mathbb{R}^n \), \( D(y) \) denotes the diagonal matrix with entries \( y_1, \ldots, y_n \). \( e \) denotes the vector of one’s, \( e_i = 1, \forall i \), and \( I = D(e) \) the unit matrix. For a matrix \( X \), \( D(X) \) denotes the diagonal matrix with the diagonal elements \( x_{ii}, \forall i \), of \( X \). \( S^n \) denotes the space of symmetric \( n \times n \)-matrices \( X^t = X \), and \( S^n_+ \) denotes the matrices \( X \in S^n \) which are positive semidefinite. For abbreviation, we will also use the symbol \( \mathcal{K} = S^n_+^{n+1} \). For two matrices \( X, Y \in S^n \), \( X \cdot Y = \text{trace}(XY) \) denotes the standard matrix inner product.

2  **Problem Statement:**

**Minimizing Binary Quadratic Functionals**

In this paper, we consider the problem to minimize functionals of the general form:

\[
J(x) = x^tQx + 2b^tx + \text{const}, \quad x \in \{-1, 1\}^n, \quad Q \in S^n, \quad b \in \mathbb{R}^n. \quad (1)
\]

In the field of computer vision, such global optimization problems arise in various contexts. In the following sections, we give two examples related to image labeling and perceptual grouping, respectively.

Note that apart from symmetry, no further constraints are imposed on the matrix \( Q \) in (1). Hence, the functional \( J \) need not to be convex in general. This property along with the integer constraint \( x_i \in \{-1, 1\}, \ i = 1, \ldots, n \), makes the minimization problem (1) intrinsically difficult.

In Section 3 we will relax some of these hard constraints so as to arrive at a convex optimization problem which closely approximates the original one.

2.1  **Example 1: Binary Image Restoration and Labeling**

Consider some scalar-valued feature (grey-value, color feature, texture measure, etc.) \( g : \Omega \rightarrow \mathbb{R} \) which has been locally computed within the image plane. Suppose that for each pixel position \( i \), feature \( g \) is known to originate from either of two prototypical values \( u_1, u_2 \). In practice, of course, \( g \) is real-valued due to measurement errors and noise. Figure 1 shows an example.

To restore a discrete-valued image function \( x \) from the measurements \( g \), we wish to compute \( x \) as minimizer of a functional which has the form (1):

\[
J(x) = \frac{1}{4} \sum_i ((u_2 - u_1)x_i + u_1 + u_2 - 2g_i)^2 + \lambda \frac{1}{2} \sum_{i,j} (x_i - x_j)^2, \quad x_i \in \{-1, 1\}, \forall i. \quad (2)
\]
Fig. 1. Top: A binary image, heavily corrupted by (real-valued) noise. Bottom, left: The original data textured on a plane. Bottom, right: The data as 3D-plot to illustrate the poor signal-to-noise ratio.

Here, the second term sums over all pairwise adjacent variables on the regular image grid.

Functional (2) comprises two terms familiar from many regularization approaches [21]: A data-fitting term and a smoothness term modeling spatial context. However, due to the integer constraint $x_i \in \{-1,1\}$, the optimization problem considered here is much more difficult than standard regularization problems.

We note further that, depending on the application considered, it might be useful to modify the terms in (2), either to model properties of the imaging device (data-fitting term) or to take into consideration a priori known spatial regularities (smoothness term; see, e.g., [22]). These modifications, however, would not increase the difficulty of problem (2) from an optimization point-of-view.

2.2 Example 2: Figure-Ground Discrimination and Perceptual Grouping

Let $g_i$, $i = 1, \ldots, n$, denote some feature primitive irregularly distributed over the image plane. Suppose that for each pair of primitives $g_i, g_j$, we can compute some (dis)similarity measure $d_{ij}$ corresponding to some of the well-known “Gestalt laws”, or to some specific object properties learned from examples. For instance, $g_i$ might denote an edge-element computed at location $i$ in the image plane, and $d_{ij}$ might denote some measure corresponding to smooth continuation, co-circularity, etc. For an overview over various features and strategies for perceptual grouping we refer to [23].

According to the spatial context modeled by $d_{ij}$, we wish to separate familiar configurations from the (unknown) background. To this end, following [10], we label each primitive $g_i$ with a decision variable $x_i \in \{-1,1\}$ (“1” corresponding
Fig. 2. Left: An “object”. Middle: The similarity measure for $\Delta \phi_{ij} \in [0, \pi)$, $\beta = 20$, according to the expected relative angles, and allowing for some inaccuracies of a (fictive) preprocessing stage. Right: The object was rotated by a fixed arbitrary angle, and translated and scaled copies have been superimposed by noise. Where are these objects?

to figure, “-1” corresponding to background and noise) and wish to minimize a functional of the form (1):

$$J(x) = \sum_{\{i,j\}} (\lambda - d_{ij}) x_i x_j + 2 \sum_i (\lambda n - d_{ij}) x_i, \ x_i \in \{-1, 1\}, \ \forall i.$$ (3)

Figure 2 shows a test-problem we use in this paper for illustration. On the left, some “object” is shown which distinguishes itself from background and clutter by the relative angles of edgels. Such edgels typically arise as output of some local edge detector. Accordingly, the difference between the relative angles $\Delta \phi_{ij}$ and the expected ones (due to our knowledge about the object) were chosen as similarity measure $d_{ij}$ with respect to primitives $i$ and $j$. In addition, we take into consideration inaccuracies of a (fictive) preprocessing stage by virtue of a parameter $\beta$ (see Figure 2):

$$d_{ij} = \exp(-\beta \prod_k (\Delta \phi_{ij} - \Delta \phi_{k, \text{expected}})^2).$$

Clearly, this measure is invariant against translation, rotation and scaling of the object. On the right in Figure 2, an unknown number of translated and scaled copies of the object, which has been rotated in advance by an unknown angle, is shown together with a lot of noisy primitives as “background”. Trying to find these objects leads to combinatorial search. By contrast, we are interested in suboptimal minimizers of the functional (3) computed by convex programming.

3 Convex Problem Relaxation

Recall that both problems (2) and (3) (and many others) are special cases of problem (1).
In order to relax problem (1), we first drop the constant and homogenize the objective function as follows:

$$x^tQx + 2b^tx = \left(\frac{x}{1}\right)^t L \left(\frac{x}{1}\right), \quad L = \begin{pmatrix} Q & b \\ b^t & 0 \end{pmatrix}.$$  \hfill (4)

With slight abuse of notation, we denote the vector $(x \ 1)^t$ again by $x$.

Next we introduce the Lagrangian with respect to problem (1):

$$x^tLx - \sum y_i(x_i^2 - 1) = x^t(L - D(y))x + e^ty$$

and the corresponding minimax-problem:

$$\sup_y \inf_x x^t(L - D(y))x + e^ty.$$  \hfill (5)

Since $x$ is unconstrained now, the inner minimization is finite-valued only if $L - D(y) \in S^{n+1}_+ = \mathcal{K}$ (for notation, see section 1). Hence we arrive at the relaxed problem:

$$\sup_y e^ty, \quad L - D(y) \in \mathcal{K}.$$  \hfill (5)

The important point here is that problem (5) is a \textit{convex} optimization problem! The set $\mathcal{K}$ is a cone (i.e. a special convex set) and self-dual, that is it coincides with the dual cone [24]

$$\mathcal{K}^* = \{Y : X \bullet Y \geq 0, \ X \in \mathcal{K}\}.$$  \hfill (5)

To obtain the connection to our original problem, we derive the dual problem associated with (5). Choosing a Lagrangian multiplier $X \in \mathcal{K}^* = \mathcal{K}$, similar reasoning as above yields:

$$\sup_y e^ty = \sup_y \inf_{X \in \mathcal{K}} e^ty + X \bullet (L - D(y))$$

$$\leq \inf_{X \in \mathcal{K}} \sup_y e^ty + X \bullet (L - D(y))$$

$$= \inf_{X \in \mathcal{K}} \sup_y L \bullet X - D(y) \bullet (X - I).$$

The inner maximization of the last equation is finite iff $D(X) = I$. Hence, we obtain as the problem dual to (5):

$$\inf_{X \in \mathcal{K}} L \bullet X, \quad D(X) = I.$$  \hfill (6)

which again is convex.

In order to compare the relaxation (6) with the problems (1) and (4), respectively, we rewrite the latter as follows:

$$\inf_{x \in (-1,1)^{n+1}} x^tLx = \inf_{x \in (-1,1)^{n+1}} L \bullet xx^t.$$
Note that the matrix $xx^t \in \mathcal{K}$ and has rank one. A comparison with the relaxed problem (6) shows that (i) $xx^t$ is replaced by an arbitrary matrix $X \in \mathcal{K}$ (i.e. the rank one condition is dropped), and (ii) that the integer constraint $x_i \in \{-1, 1\}$ is weakly imposed by the constraint $D(X) = I$ in (6).

In the following sections, we will examine the relaxed problem (6) with respect to the criteria discussed in Section 1.

## 4 Algorithm

The primal–dual pair of optimization problems (6) and (5), respectively, belongs to the class of conic programs. The elegant duality theory corresponding to this class of convex optimization problems can be found in [24]. For “well-behaved” instances of this problem class, optimal primal and dual solutions $X^*, y^*, S^*$ exist ($S$ denotes a matrix of slack variables) and are complementary to each other: $X^* \cdot S^* = 0$. Moreover, no duality gap exists between the optimal values of the corresponding objective functions:

$$L \cdot X^* - e^t y^* = S^* \cdot X^* = 0 .$$

To compute $X^*, y^*$ and $S^*$, a wide range of iterative interior-point algorithms can be used. Typically, a sequence of minimizers $X_n, y_n, S_n$, parametrized by a parameter $n$, is computed until the duality gap falls below some threshold $\epsilon$. A remarkable result in [24] asserts that for the family of self-concordant barrier functions, this can always be done in polynomial time, depending on the number of variables $n$ and the value of $\epsilon$.

For our experiments described in the following two sections, we chose the so-called dual-scaling algorithm using public software from a corresponding website [25]. To get back the solution $x$ to (1) from the solution $X$ to (6), we used the randomized-hyperplane technique described in [20].

A more detailed description of the algorithm, along with useful modifications according to the problem class considered, is beyond the scope of this paper and will be reported elsewhere.

## 5 Performance: Ground-Truth Numerical Experiments

In this section, we investigate the performance of the relaxed problem (6) experimentally. To this end, we report the statistical results for three different ground-truth experiments using one-dimensional random signals.

We chose one-dimensional signals in this section because ground truth (the global optimum) can be easily computed using dynamic programming. Numerical results concerning two-dimensional signals (images) and grouping experiments are reported in section 6.

In what follows, we denote with $x^*$ the global minimizer of (1), and with $x$ the suboptimal solution reconstructed from the solution $X$ to the convex programming problem (5),(6).
5.1 Ground-Truth Experiments: Partitioning of Random Signals

For the first series of experiments, we generated 1000 random signals, each with 256 pixel values equally distributed in the range \([-1, 1]\). Figure 4, top, shows an example.

To investigate the performance of the relaxed problem we compare the global optimum with the results from the relaxed problem. The optimal objective function is bounded as follows:

$$\inf_{X \in \mathcal{K}, D(X) = I} L \cdot X \leq J(x^*) \leq J(x).$$  \hspace{1cm} (7)

The left inequality holds true due to the relaxation of problem (1), as described in Section 3. The right inequality is obvious because \(x^*\) is the global minimizer.

To evaluate this relationship numerically, we used the following quantities:

- \(\bar{J}^*\): the sample mean of the global optimum \(J^* = J(x^*)\) of the functional (2) (computed with dynamic programming),
- \(\Delta J\): the sample mean of the gap \(\Delta J = J - J^*\) (measured in % of the optimum) with respect to the objective function values of the suboptimal solution \(J(x)\) and the optimal solution \(J^*\), and
- \(\sigma_{\Delta J}\): the sample standard deviation of the gap \(\Delta J\).

The resulting values of these quantities are shown in Figure 3, for different values of the global parameter \(\lambda\) (1000 random signals were generated for each value of \(\lambda\)). Figure 3 shows that for reasonable values of \(\lambda\), the gap \(\Delta J\) is about 5% of the optimal value of the objective function.

Taking into consideration that these suboptimal solutions can be computed by solving a mathematically much simpler convex optimization problem, the quality of these solutions is surprisingly good!

The purely random signals considered in this section exhibit another property: There are many solutions having similar values of the objective function which however differ considerably with respect to the Hamming distance. Figure 4 illustrates this fact for an arbitrary random signal and a solution pair \(x, x^*\) leading to a gap of \(\Delta J = 6.4\%\), but differing at 58 pixel-positions (=22.7%).

On the other hand, no spatial context can be exploited for pure random signals. Accordingly, there is no meaningful parameter value of \(\lambda\) which could give a more accurate solution. Therefore, this negative effect should not be taken too seriously because it disappears as soon as the input signal exhibits more structure, as is the case for real signals. This will be confirmed in the following sections.

5.2 Ground-Truth Experiments: Restoration of Noisy Signals Comprising Multiple Scales

In our second series of experiments, we took the synthetic signal \(x'\) depicted in Figure 5 which involves transitions at multiple spatial scales, and superimposed Gaussian white noise with standard deviation \(\sigma = 1.0\). Figure 7, top, shows an
Fig. 3. Sample mean of the optimal value of the objective function $\overline{J}$, sample mean of the corresponding gap $\overline{\Delta J}$ with respect to the suboptimal solution, and corresponding standard deviation $\sigma_{\Delta J}$. On the average, the quality of the suboptimal solution is around 5%.

Fig. 4. Top: A purely random input signal. Middle: The optimal solution $x^*$. Bottom: The suboptimal solution $x$. Although the gap $\Delta J = 6.4\%$ only, the Hamming distance between these two solutions is not small. This effect is due to missing structure of the input signal (see text).

example. The goal was to restore the synthetic signal from the noisy input signals. For each value of $\lambda$, we repeated this experiment 1000 times using different noise signals.

In addition to the measures introduced in the last section, we computed the following quantities:
\[ \overline{\Delta J'}: \text{ the sample mean of the gap } \Delta J' = |J - J'| \text{ (measured in } \% \text{ of the optimum)} \]

with respect to the objective function values of the suboptimal solution \( J(x) \) and the synthetic signal \( J' = J(x') \),

\[ \sigma_{\Delta J'}: \text{ the sample standard deviation of the gap } \Delta J'. \]

The statistics of our numerical results are shown in Figure 6. Two observations can be made: First, for values of the scale-parameter \( \lambda > 1.5 \), the restoration is quite accurate: \( \overline{\Delta J} < 3\% \). Secondly, the fact \( \overline{\Delta J} < \sigma_{\Delta J'} \) indicates that more appropriate criteria should exist for the restoration of signals that are structured like \( x' \) (see Fig. 5). The derivation of such functionals is not the objective of this paper. However, we point out that such learning problems can probably be solved within the general class (1). In that case, our optimization framework could be applied, too.

In order not to overload Figure 6, we did not include the measures \( \sigma_{\Delta J'} \) and \( \sigma_{\Delta J} \). The average values are \( \sigma_{\Delta J'} = 3.16\% \) and \( \sigma_{\Delta J} = 0.80\% \). These values are significantly smaller than those of the previous experiment, and thus they confirm the statements made at the end of the last section.

### 5.3 Ground-Truth Experiment: Real 1D-Signal

Before turning to two-dimensional signals in the next section, it is quite illustrative to look at numerical results for a real one-dimensional signal, namely a column of the noisy image depicted in Figure 1. In Figure 8, top, the noisy column of this image is shown.

The following two plots in Figure 1 show the global minimizer \( x^* \) computed with dynamic programming, and the suboptimal solution \( x \) computed with convex programming, respectively, for an appropriate value of the scale-parameter \( \lambda = 2 \).

This result demonstrates once more the “tightness” of the convex approximation of the combinatorial optimization problem (1).

### 6 Numerical Experiments: 2D-Images and Grouping

In the previous section, we showed the performance of the algorithm in the context of one-dimensional signals. We will next discuss the results of applying the algorithm to two-dimensional images. Computing the global optimum for real 2D-signals (images) is no longer possible. To demonstrate the wide range of
**Fig. 6.** Average gaps $\Delta J$ and $\Delta \frac{J}{J}$ for noisy versions ($\sigma = 1$) of the signal $x'$ shown in Fig. 5, and for different values of the scale parameter $\lambda$. According to the dominating spatial scales in signal $x'$, for $\lambda > 1.5$ the quality of the restoration is remarkably good (below 4%).

**Fig. 7.** A representative example illustrating the statistics shown in Fig. 6. **Top:** Noisy input signal. **Middle:** Optimal Solution $x^\ast$. **Bottom:** Suboptimal solution $x$. 
problems that can in principle be tackled by the general approach (1), we also include results with respect to a grouping problem (see Figure 2).

The results concerning the restoration of the real image shown in Figure 1 are shown in Figure 9. Taking into consideration the quite poor signal-to-noise ratio, the quality of the restoration is encouraging.

Figure 10 shows the same experiment with respect to another image. Note that the desired object to be restored comprises structures at both large and small spatial scales. Again the restoration result using convex programming is surprisingly good.

Next, Figure 11 shows the well known checkerboard experiment. As can be expected, small errors only occur at corners, that is at local structures with a very small spatial structure close to noise.

Finally, the results of the grouping problem (see section 2.2) are depicted in Figure 12. The suboptimal solution computed by convex programming clearly separates structure from background, apart from a small number of edgels. The presence of these extra edgels however is not caused by our optimization approach but is consistent with the chosen similarity measure which fails to label them as dissimilar.

7 Conclusion and Further Work

In this paper, we introduced a novel optimization technique to the field of image processing and computer vision. This technique applies to various energy minimization problems of mid-level vision, the objective function of which typically belongs to the large class of binary quadratic functionals.
Fig. 9. Arrow and bar real image. (a) Noisy original. (b), (c), (d): Suboptimal solutions computed by convex programming for $\lambda = 0.8, 1.5, 3.0$.

Fig. 10. Iceland image. (a) Binary noisy original. (b) Suboptimal solution computed by convex programming with $\lambda = 2.0$. (c) Original before adding noise.

Fig. 11. Checkerboard image. (a) Noisy original. (b) Suboptimal solution computed by convex programming with $\lambda = 1.5$.

The most important property which distinguishes our approach from related work is its mathematical simplicity: Suboptimal solutions can be computed by just solving a convex optimization problem. As a consequence, no additional tuning parameters related to search heuristics, etc. are needed, apart from the parameters of the original model itself, of course.

For two representative functionals related to image labeling and grouping, extensive numerical experiments revealed a surprising quality of suboptimal solutions with an error below 5% on the average. Due to this fact as well as the
Fig. 12. **Top:** Input data (see Section 2.2). **Bottom, left:** The suboptimal solution computed with convex optimization ($\lambda = 0.9$). Four false primitives are included which – according to the relative angle measure – cannot be distinguished from object primitives. **Bottom, right:** The true solution.

clear algorithmic properties of our approach, we consider it as an attractive candidate in the context of computational vision.

We will continue our work as follows: First, we will try to prove bounds with respect to the suboptimality of solutions (see Eqn. (7)). Furthermore, we will focus on the algorithmic properties in order to exploit sparsity of specific problems. Finally, other problems in the general class (1) like matching of relational object representations, for example, will be investigated.
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Abstract. Grouping is a global partitioning process that integrates local cues distributed over the entire image. We identify four types of pairwise relationships, attraction and repulsion, each of which can be symmetric or asymmetric. We represent these relationships with two directed graphs. We generalize the normalized cuts criteria to partitioning on directed graphs. Our formulation results in Rayleigh quotients on Hermitian matrices, where the real part describes undirected relationships, with positive numbers for attraction, negative numbers for repulsion, and the imaginary part describes directed relationships. Globally optimal solutions can be obtained by eigendecomposition. The eigenvectors characterize the optimal partitioning in the complex phase plane, with phase angle separation determining the partitioning of vertices and the relative phase advance indicating the ordering of partitions. We use directed repulsion relationships to encode relative depth cues and demonstrate that our method leads to simultaneous image segmentation and depth segregation.

1 Introduction

The grouping problem emerges from several practical applications including image segmentation, text analysis and data mining. In its basic form, the problem consists of extracting from a large number of data points, i.e., pixels, words and documents, the overall organization structures that can be used to summarize the data. This allows one to make sense of extremely large sets of data. In human perception, this ability to group objects and detect patterns is called perceptual organization. It has been clearly demonstrated in various perceptual modalities such as vision, audition and somatosensation \cite{6}.

To understand the grouping problem, we need to answer two basic questions: 1) what is the right criterion for grouping? 2) how to achieve the criterion computationally? At an abstract level, the criterion for grouping seems to be clear. We would like to partition the data so that elements are well related within groups but decoupled between groups. Furthermore, we prefer grouping mechanisms that provide a clear organization structure of the data. This means to extract big pictures of the data first and then refine them.
To achieve this goal, a number of computational approaches have been proposed, such as clustering analysis through agglomerative and divisive algorithms [5], greedy region growing, relaxation labeling [13], Markov random fields (MRF) [4] and variational formulations [2,7,9]. While the greedy algorithms are computationally efficient, they can only achieve locally optimal solutions. Since grouping is about finding the global structures of the data, they fall short of this goal. MRF formulations, on the other hand, provide a global cost function incorporating all local clique potentials evaluated on nearby data points. These clique potentials can encode a variety of configuration constraints and probability distributions [18]. One shortcoming of these approaches is a lack of efficient computational solutions.

Recently we have seen a set of computational grouping methods using local pairwise relationships to compute global grouping structures [1,3,12,11,14,15,16]. These methods share a similar goal of grouping with MRF approaches, but they have efficient computational solutions. It has been demonstrated that they work successfully in the segmentation of complex natural images [8].

However, these grouping approaches are somewhat handicapped by the very representation that makes them computationally tractable. For example, in graph formulations [16,15,3,11], negative correlations are avoided because negative edge weights are problematic for most graph algorithms. In addition, asymmetric relationships such as those that arise from figure-ground cues in image segmentation and web-document connections in data mining cannot be considered because of the difficulty in formulating a global criterion with efficient solutions.

In this paper, we develop a grouping method in the graph framework that incorporates pairwise negative correlation as well as asymmetric relationships. We propose a representation in which all possible pairwise relationships are characterized in two types of directed graphs, each encoding positive and negative correlations between data points. We generalize the dual grouping formulation of normalized cuts and associations to capture directed grouping constraints. We show that globally optimal solutions can be obtained by solving generalized eigenvectors of Hermitian weight matrices in the complex domain. The real and imaginary parts of Hermitian matrices encode undirected and directed relationships respectively. The phase angle separation defined by the eigenvectors in the complex plane determines the partitioning of data points, and the relative phase advance indicates the ordering of partitions.

The rest of the paper is organized as follows. Section 2 gives a brief review of segmentation with undirected graphs in the normalized cuts formulation. Section 3 expands our grouping method in detail. Section 4 illustrates our ideas and methods on synthetic data. Section 5 concludes the paper.

2 Review on Grouping on One Undirected Graph

The key principles of grouping can often be illustrated in the context of image segmentation. In graph methods for image segmentation, an image is described
by an undirected weighted graph $G = (V, E, W)$, where each pixel is a vertex in $V$ and the likelihood of two pixels belonging to one group is described by a weight in $W$ associated with the edge in $E$ between two vertices. The weights are computed from a pairwise similarity function of image attributes such as intensity, color and motion profiles. Such similarity relationships are symmetric and can be considered as mutual attraction between vertices.

After an image is transcribed into a graph, image segmentation becomes a vertex partitioning problem. A good segmentation is the optimal partitioning scheme according to some partitioning energy functions, evaluating how heavily each group is internally connected (associations) and/or how weakly those between-group connections (cuts) are. We are particularly interested in the normalized associations and cuts criteria [15], for they form a duality pair such that the maximization of associations automatically leads to the minimization of cuts and vice versa.

A vertex bipartitioning $(V_1, V_2)$ on graph $G = (V, E)$ has $V = V_1 \cup V_2$ and $V_1 \cap V_2 = \emptyset$. Given weight matrix $W$ and two vertex sets $P$ and $Q$, let $C_W(P, Q)$ denote the total $W$ connections from $P$ to $Q$,

$$C_W(P, Q) = \sum_{j \in P, k \in Q} W(j, k).$$

In particular, $C_W(V_1, V_2)$ is the total weights cut by the bipartitioning, whereas $C_W(V_l, V_l)$ is the total association among vertices in $V_l$, $l = 1, 2$. Let $D_W(P)$ denote the total outdegree of $P$,

$$D_W(P) = C_W(P, V),$$

which is the total weights connected to all vertices in a set $P$. Let $S_W(P, Q)$ denote the connection ratio from $P$ to $Q$,

$$S_W(P, Q) = \frac{C_W(P, Q)}{D_W(P)}.$$

In particular, $S_W(V_l, V_l)$ is called the normalized association of vertex set $V_l$ as it is the association normalized by its degree of connections. Likewise, $S_W(V_1, V_2)$ is called the normalized cuts between $V_1$ and $V_2$. The sum of these ratios respectively over two partitions are denoted by

$$\epsilon_a = \sum_{l=1}^2 S_W(V_l, V_l),$$

$$\epsilon_c = \sum_{l=1}^2 S_W(V_l, V \setminus V_l).$$

$\epsilon_a$ and $\epsilon_c$ are called normalized associations and cuts criteria. Since $\forall l, S_W(V_l, V_l) + S_W(V_l, V \setminus V_l) = 1$, $\epsilon_a + \epsilon_c = 2$, thus $\epsilon_a$ and $\epsilon_c$ are dual criteria: maximizing $\epsilon_a$ is equivalent to minimizing $\epsilon_c$. We seek the optimal solution maximizing $\epsilon_a$ such that within-group associations are maximized and between-group cuts are minimized.

The above criteria can be written as Rayleigh quotients of partitioning variables. Let $X_l$ be a membership indicator vector for group $l$, $l = 1, 2$, where $X_l(j)$
assumes 1 if vertex \( j \) belongs to group \( l \) and 0 otherwise. Let \( D_W \) be the diagonal degree matrix of the weight matrix \( W \), \( D_W(j, j) = \sum_k W_{jk}, \forall j \). Let 1 denote the all-one vector. Let \( k \) denote the degree ratio of \( V_l \): \( k = \frac{x^T d_{W} x_l}{x^T d_{W} 1} \). We define \( y = (1 - k) X_1 - k X_2 \). Therefore, the optimization problem becomes:

\[
\max \epsilon_a = \frac{y^T W y}{y^T D_W y} + 1; \quad \min \epsilon_c = \frac{y^T (D_W - W) y}{y^T D_W y},
\]

s. t. \( y^T D_W 1 = 0; \quad y_j \in \{1 - k, -k\}, \forall j \).

When the discreteness constraint is relaxed, the second largest generalized eigenvector of \((W, D_W)\) maximizes \( \epsilon_a \) subject to the zero-sum constraint \( y^T D_W 1 = 0 \). For eigensystem \( M_1 y = \lambda M_2 y \) of a matrix pair \((M_1, M_2)\), let \( \lambda(M_1, M_2) \) be the set of distinctive generalized eigenvalues \( \lambda \) and \( \mathcal{V}(M_1, M_2, \lambda) \) be the eigenspace of \( y \). It can be shown that \( \forall \lambda \in \lambda(W, D_W), |\lambda| \leq 1 \). Let \( \lambda_k \) denote the \( k \)-th largest eigenvalue, then \( \lambda_1 = 1 \) and \( 1 \in \mathcal{V}(M_1, M_2, \lambda_1) \). Thus the optimal solution is:

\[
\epsilon_a(y_{opt}) = 1 + \lambda_2, \quad y_{opt} \in \mathcal{V}(W, D_W, \lambda_2).
\]

3 Grouping on Two Directed Graphs

The above formulation addresses the grouping problem in a context where we can estimate the similarity between a pair of pixels. This set of relationships arises naturally in color, texture and motion segmentation. However, a richer set of pairwise relationships exists in a variety of settings. For example, relative depth cues suggest that two pixels should not belong to the same group; in fact, one of them is more likely to be figure and the other is then the ground. Compared to the similarity measures, this example encapsulates two other distinct attributes in pairwise relationships: repulsion and asymmetry. This leads to a generalization of the above grouping model in two ways. One is to have dual measures of attraction and repulsion, rather than attraction alone; the other is to have directed graph partitioning, rather than symmetric undirected graph partitioning.

3.1 Representation

We generalize the single undirected graph representation for an image to two directed graph representations \( G = \{G_A, G_R\} \): \( G_A = (V, E_A, A) \), \( G_R = (V, E_R, R) \), encoding pairwise attraction and repulsion relationships respectively. Both \( A \) and \( R \) are nonnegative weight matrices. Since \( G_A \) and \( G_R \) are directed, \( A \) and \( R \) can be asymmetric. An example is given in Fig. 1.

Whereas directed repulsion can capture the asymmetry between figure and ground, directed attraction can capture the general compatibility between two pixels. For example, a reliable structure at one pixel location might have a higher affinity with a structure at another location, meaning the presence of the former is more likely to attract the latter to the same group, but not the other way around.
3.2 Criteria

To generalize the criteria on nondirectional attraction to directed dual measures of attraction and repulsion, we must address three issues.

1. Attraction vs. repulsion: how do we capture the semantic difference between attraction and repulsion? For attraction \( A \), we desire the association within groups to be as large as possible; whereas for repulsion \( R \), we ask the segregation by between-group repulsion to be as large as possible.

2. Undirected vs. directed: how do we characterize a partitioning that favors between-group relationships in one direction but not the other? There are two aspects of this problem. The first is that we need to evaluate within-group connections regardless of the asymmetry of internal connections. This can be done by partitioning based on its undirected version so that within-group associations are maximized. The second is that we need to reflect our directional bias on between-group connections. The bias favoring weights associated with edges pointing from \( V_1 \) to \( V_2 \) is introduced by an asymmetric term that appreciate connections in \( C_W(V_1, V_2) \) but discourage those in \( C_W(V_2, V_1) \). For these two purposes, we decompose \( 2W \) into two terms:

\[
2W = W_u + W_d, \quad W_u = (W + W^T), \quad W_d = (W - W^T).
\]

\( W_u \) is an undirected version of graph \( G_W \), where each edge is associated with the sum of the \( W \) weights in both directions. The total degree of the connections for an asymmetric \( W \) is measured exactly by the outdegree of \( W_u \). \( W_d \) is a skew-symmetric matrix representation of \( W \), where each edge is associated with the weight difference of \( W \) edges pointing in opposite directions. Their links to \( W \) are formally stated below:

\[
C_{W_u}(P, Q) = C_W(P, Q) + C_W(Q, P) = C_{W_u}(Q, P),
\]

\[
C_{W_d}(P, Q) = C_W(P, Q) - C_W(Q, P) = -C_{W_d}(Q, P).
\]

This decomposition essentially turns our original graph partitioning on two directed graphs of attraction and repulsion into a simultaneous partitioning on four graphs of nondirectional attraction and repulsion, and directional attraction and repulsion.
3. Integration: how do we integrate the partitioning on such four graphs into one criterion? We couple connection ratios on these graphs through linear combinations. The connection ratios of undirected graphs of $A$ and $R$ are first combined by linear weighting with their total degrees of connections. The connection ratios of directed graphs are defined by the cuts normalized by the geometrical average of the degrees of two vertex sets. The total energy function is then the convex combination of two types of connection ratios for undirected and directed partitioning, with a parameter $\beta$ determining their relative importance.

With directed relationships, we seek an ordered bipartitioning $(V_1, V_2)$ such that the net directed edge flow from $V_1$ to $V_2$ is maximized. The above considerations lead to the following formulation of our criteria.

$$
\epsilon_a(A, R; \beta) = 2\beta \cdot \frac{\sum_{l=1}^{2} S_{A_u}(V_l, V_l) D_{A_u}(V_l) + S_{R_u}(V_l, V \setminus V_l) D_{R_u}(V_l)}{D_{A_u}(V_l) + D_{R_u}(V_l)}
+ 2(1 - \beta) \cdot \frac{C_{A_d+R_d}(V_1, V_2) - C_{A_d+R_d}(V_2, V_1)}{\sqrt{[D_{A_u}(V_1) + D_{R_u}(V_1)] \cdot [D_{A_u}(V_2) + D_{R_u}(V_2)]}},
$$

$$
\epsilon_c(A, R; \beta) = 2\beta \cdot \frac{\sum_{l=1}^{2} S_{A_u}(V_l, V \setminus V_l) D_{A_u}(V_l) + S_{R_u}(V_l, V_l) D_{R_u}(V_l)}{D_{A_u}(V_l) + D_{R_u}(V_l)}
+ 2(1 - \beta) \cdot \frac{C_{A_d+R_d}(V_2, V_1) - C_{A_d+R_d}(V_1, V_2)}{\sqrt{[D_{A_u}(V_1) + D_{R_u}(V_1)] \cdot [D_{A_u}(V_2) + D_{R_u}(V_2)]}}.
$$

Note that the duality between $\epsilon_a$ and $\epsilon_c$ is maintained as $\epsilon_a + \epsilon_c = 4\beta$.

For undirected graphs, $S_{A_u}(V_l, V_l)$ is the old normalized association by attraction of set $V_l$; $S_{R_u}(V_l, V \setminus V_l)$ is the normalized dissociation by repulsion of set $V_l$. They are summed up using weights from their total degrees of connections: $D_{A_u}(V_l)$ and $D_{R_u}(V_l)$.

For directed graphs, only the asymmetry of connections matters. We sum up the cross connections regardless of attraction and repulsion: $C_{A_d+R_d}(V_1, V_2) - C_{A_d+R_d}(V_2, V_1)$, normalized by the geometrical average of the degrees of the two involved sets. Similar to $S_W(P, Q)$, this again is a unitless connection ratio.

We write the partitioning energy as functions of $(A, R)$ to reflect the fact that for this pair of directed graphs, we favor both attractive and repulsive edge flow from $V_1$ to $V_2$. They can also be decoupled. For example, the ordered partitioning based on $\epsilon_a(A^T, R; \beta)$ favors repulsion flow from $V_1$ to $V_2$, but attraction flow from $V_2$ to $V_1$.

Finally, we sum up the two terms for undirected and directed relationships by their convex combination, with the parameter $\beta$ determining their relative importance. When $\beta = 1$, the partitioning ignores the asymmetry in connection weights, while when $\beta = 0$, the partitioning only cares about the asymmetry in graph weights. When $\beta = 0.5$, both graphs are considered equally. The factor 2 is to introduced to make sure that the formula are identical to those in Section 2 for $A = A^T$ and $R = 0$, i.e., $\epsilon_a(A, 0; 0.5) + \epsilon_c(A, 0; 0.5) = 2$. 

3.3 Computational Solutions

It turns out that our criteria lead to Rayleigh quotients of Hermitian matrices. Let \( i = \sqrt{-1} \). Let * and \(^H\) denote the conjugate and conjugate transpose operators respectively. We define an equivalent degree matrix \( D_{eq} \) and equivalent Hermitian weight matrix \( W_{eq} \), which combines symmetric weight matrix \( U \) for an equivalent undirected graph and skew-symmetric weight matrix \( V \) for an equivalent directed graph into one matrix:

\[
D_{eq} = D_{Au} + D_{Ru}, \quad W_{eq} = U + i \cdot V = W_{eq}^H,
\]

where \( U = 2\beta \cdot (A_u - R_u + D_{Ru}) = U^T \), \( V = 2(1 - \beta) \cdot (A_d + R_d) = -V^T \).

We then have:

\[
\epsilon_a = \sum_{l=1}^{2} \frac{X_l^T UX_l - X_l^T VX_l}{\sqrt{X_l^T D_{eq} X_l}} = \frac{X_1^T VX_2 - X_2^T VX_1}{\sqrt{X_1^T D_{eq} X_1 \cdot X_2^T D_{eq} X_2}}.
\]

We can see which directed relationships provide in the energy terms. The first term is for undirected graph partitioning, which measures the symmetric connections within groups, while the second term is for directed graph partitioning, which measures the skew-symmetric connections between groups. Such complementary and orthogonal pairings allow us to write the criterion in a quadratic form of one matrix by using complex numbers. Let \( k \) denote degree ratio of \( V_1 \): \( k = \frac{X_1^T D_{eq} X_1}{X_2^T D_{eq} X_2} \). We define a complex vector \( z \), the square of which becomes a real vector we used in the single graph partitioning:

\[
z = \sqrt{1 - k} X_1 - i \cdot \sqrt{k} X_2, \quad z^2 = (1 - k) X_1 - k X_2.
\]

It can be verified that:

\[
\epsilon_a = 2z^H W_{eq} z, \quad \epsilon_c = 2z^H (2\beta D_{eq} - W_{eq}) z \frac{z^H D_{eq} z}{z^H D_{eq} z},
\]

subject to the zero-sum constraint of \((z^2)^T D_{eq} 1 = 0\). Ideally, a good segmentation seeks the solution of the following optimization problem,

\[
z_{opt} = \arg \max_z \frac{z^H W_{eq} z}{z^H D_{eq} z}, \quad \text{s.t.} \quad (z^2)^T D_{eq} 1 = 0, \quad \forall j, z_j \in \{\sqrt{1 - k}, -i\sqrt{k}\}.
\]

The above formulations show that repulsion can be regarded as the extension of attraction measures to negative numbers, whereas directed measures complement undirected measures along an orthogonal dimension. This generalizes graph partitioning on a nonnegative symmetric weight matrix to an arbitrary Hermitian weight matrix.

We find an approximate solution by relaxing the discreteness and zero-sum constraints. \( W_{eq} \) being Hermitian guarantees that when \( z \) is relaxed to take
any complex values, \( \epsilon_a \) is always a real number. It can be shown that \( \forall \lambda \in \lambda(W_{eq}, D_{eq}), |\lambda| \leq 3, \) and

\[
\epsilon_a(z_{opt}) = 2 \lambda_1, \quad z_{opt} \in \gamma(W_{eq}, D_{eq}, \lambda_1).
\]

As all eigenvalues of an Hermitian matrix are real, the eigenvalues can still be ordered in sizes rather than magnitudes. Because \( 1 \in \gamma(W_{eq}, D_{eq}, \lambda_1) \) when and only when \( R = 0 \) and \( A_d = 0 \), the zero-sum constraint \( z^2 W_{eq} 1 = 0 \) is not, in general, automatically satisfied.

### 3.4 Phase Plane Embedding of an Ordered Partitioning

In order to understand how an ordered partitioning is encoded in the above model, we need to study the labeling vector \( z \). We illustrate the ideas in the language of figure-ground segregation. If we consider \( R \) encoding relative depths with \( R_d(j, k) > 0 \) for \( j \) in front of \( k \), the ordered partitioning based on \( \epsilon_a(A, R; \beta) \) identifies \( V_1 \) as a group in front (figure) and \( V_2 \) as a group in the back (ground).

There are two properties of \( z \) that are relevant to partitioning: magnitudes and phases. For complex number \( c = a + i \ b \), where \( a \) and \( b \) are both real, its magnitude is defined to be \( |c| = \sqrt{a^2 + b^2} \) and its phase is defined to be the angle of point \((a, b)\) in a 2D plane: \( \angle c = \arctan \frac{b}{a} \). As \( z = \sqrt{1 - k} X_1 - i \sqrt{k} X_2 \), where \( k \) is the degree ratio of the figure, the ideal solution assigns real number \( \sqrt{1 - k} \) to figure and assigns imaginary number \( -i \sqrt{k} \) to ground. Therefore, the magnitudes of elements in \( z \) indicate sizes of partitions: the larger the magnitude of \( z_j \), the smaller the connection ratio of its own group; whereas the relative phases indicate the figure-ground relationships: \( \angle z_j - \angle z_k = 0^\circ \) means that \( j \) and \( k \) are in the same group, \( 90^\circ \) (phase advance) for \( j \) in front of \( k \), \( -90^\circ \) (phase lag) for \( j \) behind \( k \). This interpretation remains valid when \( z \) is scaled by any complex number \( c \). Therefore, the crucial partitioning information is captured in the phase angles of \( z \) rather than the magnitudes as they can become not indicative at all when the connection ratios of two partitions are the same.

When the elements of \( z \) are squared, we get \( z^2 = (1-k) X_1 - k X_2 \). Two groups become antiphase (180°) in \( z^2 \) labels. Though the same partitioning remains, the figure-ground information could be lost in \( cz \) for constant scaling on \( z \). This fact is most obvious when \( A_d + R_d = 0 \), where both \( z \) and \( z^* \) correspond to the same partitioning energy \( \epsilon_a \). This pair of solutions suggests two possibilities: \( V_1 \) is figure or ground. In other words, the ordering of partitions is created by directed graphs. When we do not care about the direction, \( z^2 \) contains the necessary information for partitioning. Indeed, we can show that

\[
\epsilon_a = \frac{z^2 W_{eq} z^2}{z^2 D_{eq} z^2} + \frac{1^T W_{eq} 1}{1^T D_{eq} 1}, \quad \text{if } W_{eq} = 2\beta(A_u - R_u + D_{R_u}).
\]

Note that \( W_{eq} \) now becomes a real symmetric matrix.

The phase-plane partitioning remains valid in the relaxed solution space. Let \( W = D_{eq}^{-\frac{1}{2}} W_{eq} D_{eq}^{-\frac{1}{2}} \), the eigenvectors of which are equivalent (related by \( D_{eq}^{\frac{1}{2}} \))
to those of \((W_{eq}, D_{eq})\). Let \(U\) and \(V\) denote the real and imaginary parts of \(W\): \(W = U + iV\), where \(U\) is symmetric and \(V\) is skew-symmetric. We consider \(U_{jk}\) (the net effect of attraction \(A\) and repulsion \(R\)) repulsion if it is negative, otherwise as attraction. For any vector \(z\), we have:

\[
 z^HWz = \sum_{j,k} |z_j| \cdot |z_k| \cdot \left( U_{jk} \cos(\angle z_j - \angle z_k) + V_{jk} \sin(\angle z_j - \angle z_k) \right) 
\]

\[
 = 2 \sum_{j<k} |z_j| \cdot |z_k| \cdot |W_{jk}| \cdot \cos(\angle z_j - \angle z_k - \angle W_{jk}) + \sum_j |z_j|^2 \cdot U_{jj}. 
\]

We see that \(z^HWz\) is maximized when \(\angle z_j - \angle z_k\) matches \(\angle W_{jk}\). Therefore, attraction encourages a phase difference of 0°, whereas repulsion encourages a phase difference of 180°, and still directed edge flow encourages a phase difference of 90°. The optimal solution results from a trade-off between these three processes. If \(V_{jk} > 0\) means that \(j\) is figural, then the optimal solution tends to have \(\angle z_j > \angle z_k\) (phase advance less than 90°) if \(U_{jk}\) is attraction, but phase advance more than 90° if it is repulsion. Hence, when there is pairwise repulsion, the relaxed solution in the continuous domain has no longer the ideal bimodal vertex valuation and as a result the zero-sum constraint cannot be satisfied. Nevertheless, phase advance still indicates figure-to-ground relationships.

3.5 Algorithm

The complete algorithm is summarized below. Given attraction measure \(A\) and repulsion \(R\), we try to find an ordered partitioning \((V_1, V_2)\) to maximize \(\epsilon_a(A, R; \beta)\).

Step 1: \(A_u = A + A^T, A_d = A - A^T; R_u = R + R^T, R_d = R - R^T\).
Step 2: \(D_{eq} = D_{A_u} + D_{R_u}\).
Step 3: \(W_{eq} = 2\beta \cdot (A_u - R_u + D_{R_u}) + i \cdot 2(1 - \beta) \cdot (A_d + R_d)\).
Step 4: Compute the eigenvectors of \((W_{eq}, D_{eq})\).
Step 5: Find a discrete solution by partitioning eigenvectors in the phase plane.

4 Results

We first illustrate our ideas and methods using the simple example in Fig. 1. The two directed graphs are decomposed into a symmetric part and a skew-symmetric part (Fig. 2).

This example has clear division of figure as \(\{1, 3, 5\}\) and ground as \(\{2, 4\}\) because: within-group connections are stronger for nondirectional attraction \(A_u\); between-group connections are stronger for nondirectional repulsion \(R_u\); there are only between-group connections pointing from figure to ground for both directional attraction \(A_d\) and directional repulsion \(R_d\).
The equivalent degree matrix and weight matrix for $\beta = 0.5$ are:

$$D_{eq} = \begin{bmatrix} 37 & 0 & 0 & 0 & 0 \\ 0 & 25 & 0 & 0 & 0 \\ 0 & 0 & 35 & 0 & 0 \\ 0 & 0 & 0 & 26 & 0 \\ 0 & 0 & 0 & 0 & 31 \end{bmatrix}, \quad W_{eq} = \begin{bmatrix} 10 & -8 & 10 & 3 & 12 \\ -8 & 10 & 0 & 10 & 3 \\ 10 & 0 & 11 & -7 & 10 \\ 3 & 10 & -7 & 11 & -2 \\ 12 & 3 & 10 & -2 & 4 \end{bmatrix} + i \cdot \begin{bmatrix} 0 & 4 & 0 & 1 & 0 \\ -4 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 5 & 0 \\ -10 & -5 & 0 & -2 \\ 0 & 1 & 0 & 2 & 0 \end{bmatrix}.$$  

We expect that the first eigenvector of $(W_{eq}, D_{eq})$ on $\{1, 3, 5\}$ has phase advance with respect to $\{2, 4\}$. This is verified in Fig. 3.

Fig. 4a shows that how attraction and repulsion complement each other and their interaction gives a better segmentation. We use spatial proximity for attraction. Since the intensity similarity is not considered, we cannot possibly segment this image with attraction alone. Repulsion is determined by relative depths suggested by the T-junction at the center. The repulsion strength falls off exponentially along the direction perpendicular to the T-arms. We can see that repulsion pushes two regions apart at the boundary, while attraction carries this force further to the interior of each region thanks to its transitivity (Fig. 4b). Real image segmentation with T-junctions can be found in [17].

Since nondirectional repulsion is a continuation of attraction measures into negative numbers, we calculate the affinity between two $d$-dimensional features using a Mexican hat function of their difference. It is implemented as the difference of two Gaussian functions:

$$h(X; \Sigma_1, \Sigma_2) = g(X; 0, \Sigma_1) - g(X; 0, \Sigma_2),$$
$$g(X; \mu, \Sigma) = \frac{1}{(2\pi)^{d/2} |\Sigma|^{1/2}} \exp^{-\frac{1}{2}(X-\mu)^T \Sigma^{-1}(X-\mu)},$$
Fig. 3. Partitioning of eigenvectors in the phase-plane. Here we plot the first two eigenvectors of \((W_{eq}, D_{eq})\) for the example in Fig. 1. The points of the first (second) eigenvector are marked in circles (squares). Both of their phases suggest partitioning the five vertices into \(\{1, 3, 5\}\) and \(\{2, 4\}\) but with opposite orderings. The first chooses \(\{1, 3, 5\}\) as figure for it advances \(\{2, 4\}\) by about 120°, while the second chooses it as ground for it lags \(\{2, 4\}\) by about 60°. The first scheme has a much larger partitioning energy as indicated by the eigenvalues.

where \(\Sigma\)'s are \(d \times d\) covariance matrices. The evaluation signals pairwise attraction if positive, repulsion if negative and neutral if zero. Assuming \(\Sigma_2 = \gamma^2 \Sigma_1\), we can calculate two critical radii, \(r_0\), where affinity changes from attraction to repulsion and \(r_\gamma\), where affinity is maximum repulsion:

\[
r_0(\gamma, d) = \sqrt{\frac{2\ln(\gamma)}{1-\gamma^2}}, \quad r_\gamma(\gamma, d) = \sqrt{2 + d \cdot r_0(\gamma, d)}.
\]

The case of \(d = 1\) is illustrated in Fig. 5. With this simple change from Gaussian functions \([15,8,11]\) measuring attraction to Mexican hat functions measuring both attraction and repulsion, we will show that negative weights play a very effective role in graph partitioning.

Fig. 6 shows three objects ordered in depth. We compute pairwise affinity based on proximity and intensity similarity. We see that partitioning with attraction measures finds a dominant group by picking up the object of the highest contrast; with the additional repulsion measures, all objects against a common background are grouped together. If we add in directional repulsion measures based on occlusion cues, the three objects are further segregated in depth.

Unlike attraction, repulsion is not an equivalence relationship as it is not transitive. If object 3 is in front of object 2, which is in front of object 1, object 3 is not necessarily in front of object 1. In fact, the conclusion we can draw from the phase plot in Fig. 6 is that when relative depth cues between object 3 and 1 are
Fig. 4. Interaction of attraction and repulsion. a). The first row shows the image and the segmentation results with attraction \( A \) (the second eigenvector), repulsion \( R \), both \( A \) and \( R \) (the first eigenvectors). The 2nd and 3rd rows are the attraction and repulsion fields at the four locations indicated by the markers in the image. The attraction is determined by proximity, so it is the same for all four locations. The repulsion is determined by the T-junction at the center. Most repulsion is zero, while pixels of lighter(darker) values are in front of (behind) the pixel under scrutiny. Attraction result is not indicative at all since no segmentation cues are encoded in attraction. Repulsion only makes boundaries stand out; while working with the non-informative attraction, the segmentation is carried over to the interiors of regions. b). Figure-ground segregation upon directional repulsion. Here are the phase plots of the first eigenvectors for \( R \) and \( A, R \). The numbers in the circles correspond to those in the image shown in a). We rotate the eigenvector for \( A, R \) so that the right-lower corner of the image gets phase 0°. Both cases give the correct direction at boundaries. However, only with \( A \) and \( R \) together, all image regions are segmented appropriately. The attraction also reduces the figure-to-ground phase advance from 135° to 30°.

missing, object 1 is in front of object 3 instead. When there are multiple objects in an image, the generalized eigenvectors subsequently give multiple hypotheses about their relative depths, as shown in Fig. 7.

These examples illustrate that partitioning with directed relationships can automatically encode border ownerships [10] in the phase plane embedding.

5 Summary

In this paper, we develop a computational method for grouping based on symmetric and asymmetric relationships between pairs of data points. We formulate the problem in a graph partitioning framework using two directed graphs to encode attraction and repulsion measures. In this framework, directed graphs
Fig. 5. Calculate pairwise affinity using Mexican hat functions based on difference of Gaussians. When two features are identical, it has maximum attraction; when feature difference is $r_0$, it is neutral; when feature difference is $r_-$, it has maximum repulsion.


d. Result with directed $R$: angle, e. magnitude, f. plot in phase plane.

Fig. 6. The distinct roles of repulsion in grouping. a) $31 \times 31$ image. The background and three objects are marked from 0 to 3. They have average intensity values of 0.6, 0.9, 0.2 and 0.9. Gaussian noise with standard deviation of 0.03 is added to the image. Object 2 has slightly higher contrast against background than objects 1 and 3. Attraction and nondirectional repulsion are measured by Mexican hat functions of pixel distance and intensity difference with $\sigma$’s of 10 and 0.1 respectively. The neighborhood radius is 3 and $\gamma = 3$. b) Segmentation result with attraction alone. c) Segmentation result with both attraction and repulsion. d), e) and f) show the result when directional repulsion based on relative depth cues at T-junctions are incorporated. With nondirectional repulsion, objects that repel a common ground are bound together in one group. With directional repulsion, objects can be further segregated in depth.
Fig. 7. Depth segregation with multiple objects. Each row shows an image and the phase plots of the first three eigenvectors obtained on cues of proximity, intensity similarity and relative depths. All four objects have the same degree of contrast against the background. The average intensity value of background is 0.5, while that of objects is either 0.2 or 0.8. The same parameters for noise and weight matrices as in Fig. 6 are used. The first row shows four objects ordered in depth layers. The second row shows four objects in a looped depth configuration. Repulsion has no transitivity, so object pair 1 and 3, 2 and 4 tend to be grouped together in the phase plane. The magnitudes indicate the reliability of phase angle estimation. The comparison of the two rows also shows the influence of local depth cues on global depth configuration.

capture the asymmetry of relationships and repulsion complements attraction in measuring dissociation.

We generalize normalized cuts and associations criteria to such a pair of directed graphs. Our formulation leads to Rayleigh quotients of Hermitian matrices, where the imaginary part encodes directed relationships, and the real part encodes undirected relationships with positive numbers for attraction and negative numbers for repulsion. The optimal solutions in the continuous domain can thus be computed by eigendecomposition, with the ordered partitioning embedded in the phases of eigenvectors: the angle separation determines the partitioning, while the relative phase advance indicates the ordering.

We illustrate our method in image segmentation. We show that surface cues and depth cues can be treated equally in one framework and thus segmentation and figure-ground segregation can be obtained in one computational step.
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Abstract. There have been many successful researches on image segmentations that employ Markov Random Field model. However, most of them were interested in two-dimensional MRF, or spatial MRF, and very few researches are interested in three-dimensional MRF model. Generally, 'three-dimensional' have two meaning, that are spatially three-dimensional and spatio-temporal. In this paper, we especially are interested in segmentations of spatio-temporal images which appears to be equivalent to tracking problem of moving objects such as vehicles etc. For that purpose, by extending usual two-dimensional MRF, we defined a dedicated three-dimensional MRF which we defined as Spatio-Temporal MRF model(S-T MRF). This S-T MRF models a tracking problem by determining labels of groups of pixels by referring to their texture and labeling correlations along the temporal axis as well as the x-y image axes. Although vehicles severely occlude each other in general traffic images, segmentation boundaries of vehicle regions will be determined precisely by this S-T MRF optimizing such boundaries through spatio-temporal images. Consequently, it was proved that the algorithm has performed 95% success of tracking in middle-angle image at an intersection and 91% success in low-angle and front-view images at a highway junction.

1 Introduction

Today, one of the most important research efforts in ITS have been the development of systems that automatically monitor the traffic flows. Rather than the current practice of performing a global flow analysis, the automated monitoring systems should be based on local analysis of the behavior of each vehicle out of global flows. The systems should be able to identify each vehicle and track its behavior, and to recognize dangerous situations or events that might result from a chain of such behavior. Tracking in complicated traffics have been often impedance by the occlusion that occurs among vehicles in crowded situations.

Tracking algorithms have a long history in computer vision research. In particular, in ITS areas, vehicle tracking, one of the specialized tracking paradigms, has been extensively investigated. Peterfreund[1] employs the 'Snakes[2]' method to extract contours of vehicles for tracking purposes. Smith[3] and Grimson[4]
employ optical-flow analysis. In particular, Grimson apply clustering and vector quantization to estimated flows. Leuck[5] and Gardner[6] assume 3D models of vehicle shapes, and estimated vehicle images are projected onto a 2D image plane according to appearance angle. Leuck[5] and Gardner[6]’s methods require that many 3D models of vehicles be applied to general traffic images. While these methods are effective in less crowded situations, most of them cannot track vehicles reliably in situations that are complicated by occlusion and clutter.

After some considerations, we have come to the idea that tracking problem against occlusions is equivalent to segmentation of spatio-temporal images. A lot of successful research efforts that had employed Markov Random Field model have been performed by a lot of researchers in the field of Computer Vision. And those researches include image restorations, image segmentations, and image compressions. First of all, the most fundamental work had been done by Geman and Geman[9] which have become the basic research of all on MRF not only for image restorations. And then, Chellapa, Chatterjee, and Bargdzian[10] has applied MRF for image compressions. Here, we are the most interested in image segmentation by MRF models. Methods of merging small segments into large segments can be seen in works of Panjwani and G.Healey[11][12], and these are kinds of unsupervised segmentations. More works for unsupervised segmentations successfully by Manjunath and R.Chellappa[13], R.Hu and M.N.Fahmy[14], F.Cohen and Z.Fan[15], P.Andrey and P.Tarroux[16], S.Barker and P.Rayner[17], and P.Rostaing, J.N.Provost and C.Collet[18]. Although all those researches were successful, those have applied 2D-MRF model to spatial images such as static images. We will then extend 2D-MRF model to Spatio-Temporal MRF model which is able to optimize not only spatial distribution but also temporal axis distribution. An image sequence has correlations at each pixel between consecutive images along a time axis. Our S-T MRF also considers this time-axis correlation. We named the extended MRF the Spatio-Temporal Markov Random Field Model (S-T MRF model).

In order to resolve the segmentation problem of spatio-temporal images, we had developed Spatio-Temporal Markov Random Field model[21], and the algorithm have been applied successfully to traffic event analyses[20]. In this paper, primary idea of Spatio-Temporal MRF model which is define in the previous paper[21] will be briefly described in Section.3. And then, improving the primary model, fine optimizations that enables furthermore precise segmentations of vehicle regions against more severe occlusions are described in Section.4.

2 Basic Ideas of Spatio-Temporal MRF Model

2.1 Connecting Consecutive Images with Motion Vectors

Strictly speaking, S-T MRF should segment spatio-temporal images by each pixel. This means that a cubic clique of twenty-seven pixels should be considered for either labeling or intensity correlations in S-T MRF in substitute for a square clique of nine pixels which is defined in usual 2D-MRF[9].
However, this condition will work only in the case where objects move so slowly as a pixel between the consecutive images and there will be labeling and intensity correlations within such a cubic clique. Since practical moving images cannot be captured in so high frame rates, pixels consisting vehicles move typically in several-ten pixels between the consecutive image frames. Therefore, neighbor pixels within a cubic clique will never have correlations of either intensities or labeling. Consequently, we defined our S-T MRF to divide an image into blocks as a group of pixels and to optimize labeling of such blocks by connecting blocks between consecutive images referring to their motion vectors. Since this algorithm were defined so as to be applicable to gray scaled images, all the experiments has been performed by only using gray scaled images in this paper.

2.2 Initialization of Object-Map

In preparation for this algorithm, an image which consists of 640x480 pixels is divided into 80x60 blocks where each block consists of 8x8 pixels. Then, one block is considered to be a site in the S-T MRF, and this S-T MRF classifies each block into one of vehicle regions or, equivalently, assigns one vehicle label to each block. Here, only the blocks that have different textures from the background image will be labeled as one of vehicle regions, but the blocks that have similar textures with the background image will never labeled into any vehicle regions. And, such a distribution of classified labels on blocks is referred to as an Object-Map.
Since the S-T MRF converges rapidly to a stable condition when it has a
good initial estimation, we use a deductive algorithm to determine an initial
label distribution[21]. In this deductive algorithm, a motion vector of each block
will be estimated by simple block matching technique, and then a representative
motion vector of a cluster will be determined as the most frequent motion vector
among all the consisting blocks(Figure.2(a)). In determining the initial state of
Object-Map all the blocks of a cluster will be translated in the next Object-Map
by referring to this representative motion vector which can be approximately
considered as a motion vector of each consisting block(Figure.2(b)). After the
translation, if neighbor blocks of the translated blocks have a different texture
from the background image, they will be labeled as the cluster. Although a
cluster eventually include two or tree vehicles at first, they would be divided
after a while by background images.

2.3 Optimization of Object-Map

However, when vehicles are occluding each others, some blocks in the occluded
region will be labeled as both of the two vehicles. Such ambiguous labeling will
be optimized by Spatio-Temporal MRF model. In the Section.3, the primary
idea of this Spatio-Temporal MRF will be described in detail. Since the S-T
MRF model in Section.3 approximates a motion vector of each consisting block
by representative motion vector of the cluster, and since the S-T MRF model in
Section.3 will optimize segmentations by referring to correlations only between
the consecutive images, we call this algorithm as 'primary S-T MRF model'.

In Section.4, this primary S-T MRF model will be improved to optimize seg-
mentations globally through spatio-temporal images in order to segment vehicle
regions precisely even in the most severe occlusion situations as in low-angle and
front-view images.

3 Primary Spatio-Temporal MRF model

3.1 Details of primary S-T MRF model

Some blocks may be classified as having multiple vehicle labels due to occlusion
and fragmentation. We can resolve this ambiguity by employing stochastic relax-
ation with Spatio-Temporal Markov Random Field (MRF) model. Our Spatio-
Temporal MRF estimates a current Object-map (a distribution of vehicle labels)
according to a previous object map, and previous and current images. Here are
the notifications:

- $G(t - 1) = g, G(t) = h$: An image $G$ at time $t - 1$ has a value $g$, and
  $G$ at time $t$ has a value $h$. At each pixel, this condition is described as
  $G(t - 1; i, j) = g(i, j), G(t; i, j) = h(i, j)$.

- $X(t - 1) = x, X(t) = y$: An object Map $X$ at time $t - 1$ is estimated to
  have a label distribution as $x$, and $X$ at time $t$ is estimated to have a label
  distribution as $y$. At each block, this condition is described as $X_k(t - 1) =
  x_k, X_k(t) = y_k$, where $k$ is a block number.
We will determine the most likely \( X(t) = y \) so as to have the MAP (Maximum A posteriori Probability) for given \( G(t - 1) = g, G(t) = handX(t - 1) = x \), previous and current images and a previous object map, and a previous object map \( X(t) = y \). A posteriori probability can be described using the Bayesian equation:

\[
P(X(t) = y | G(t - 1) = g, X(t - 1) = x, G(t) = h) = \\
P(G(t - 1) = g, X(t - 1) = x, G(t) = h | X(t) = y) P(X(t) = y)
\]

(1)

\( P(G(t - 1) = g, X(t - 1) = x, G(t) = h) \), a probability to have previous and current images and a previous object map, can be considered as a constant. Consequently, maximizing a posteriori probability is equal to maximizing \( P(G(t - 1) = g, X(t - 1) = x, G(t) = h | X(t) = y) P(X(t) = y) \).

\( P(X(t) = y) \) is a probability for a block \( C_k \) to have \( X_k(t - 1) = y_k \) (for all \( k \)). Here, \( y_k \) is a vehicle label. For each \( C_k \), we can consider its probability as a Boltzmann distribution. Then, \( P(X(t) = y) \) is a product of these Boltzmann distributions:

\[
P(X(t) = y) = \prod_k \exp[-U_N(N_{y_k})] / Z_{N_k} = \prod_k \exp[-\frac{1}{2\sigma^2_{N_y}}(N_{y_k} - \mu_{N_y})^2] / Z_{N_k}
\]

(2)

Here, \( N_{y_k} \) is the number of neighbor blocks of a block \( C_k \) (Figure 3) that belong to the same vehicle as \( C_k \). Namely, the more neighbor blocks that have the same vehicle label, the more likely the block is to have the vehicle label. Currently, we consider eight neighbors as shown in Figure 3. Thus, \( \mu_{N_y} = 8 \), because the probability related to block \( C_k \) has maximum value when block \( C_k \) and all its neighbors have the same vehicle label. Therefore, the energy function \( U_N(N_{y_k}) \) takes a minimum value at \( N_y = 8 \) and a maximum value at \( N_y = 0 \).

We also consider the probability of \( G(t - 1) = g, G(t) = h, X(t - 1) = x \) for a given object map \( X(t) = y \) as a Boltzmann function of two independent variables:

\[
P(G(t - 1) = g, X(t - 1) = x, G(t) = h | X(t) = y) = \\
\prod_k \exp[-U_{src}(M_{xy_k}, D_{xy_k})] / Z_{DM_k} \\
= \prod_k \exp[-U_M(M_{xy_k})] / Z_{M_k} \cdot \prod_k \exp[-U_D(D_{xy_k})] / Z_{D_k} \\
= \prod_k \exp[-\frac{1}{2\sigma^2_{M_{xy}}}(M_{xy_k} - \mu_{M_{xy}})^2] / Z_{M_k} \cdot \prod_k \exp[-\frac{1}{2\sigma^2_{D_{xy}}}(D_{xy_k} - \mu_{D_{xy}})^2] / Z_{D_k}
\]

(3)

\( M_{xy_k} \) is a goodness measure of the previous object map \( X(t - 1) = x \) under a given current object map \( X(t) = y \). Let us assume that a block \( C_k \) has a vehicle label \( O_m \) in the current object map \( X(t) \), and \( C_k \) is shifted backward in the
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Fig. 4. Neighbor condition between Consecutive Images

Fig. 5. Texture Matching

amount of estimated motion vector, $-\vec{V}_{O_m} = (-v_{mi}, -v_{mj})$ of the vehicle $O_m$, in the previous image (Figure 4). Then the degree of overlapping is estimated as $M_{xyk}$, the number of overlapping pixels of the blocks with the same vehicle labels. The more pixels that have the same vehicle label, the more likely a block $C_k$ belongs to the vehicle. The maximum number is $\mu_{_{M_{xy}}} = 64$, and the energy function $U_M(M_{xyk})$ takes a minimum value at $M_{xyk} = 64$ and a maximum value at $M_{xyk} = 0$.

For example, when a block is determined to which of vehicle $O_1, O_2$ it belongs, $U_M(M_{xyk})$ will be estimated as follows. First, assuming that a block belongs to $O_1$, the energy function is estimated as $U_M(M_{xyk}) = U_{M1}$ by referring to $-\vec{V}_{O_1} = (-v_{1i}, -v_{1j})$. Then assuming that a block belongs to $O_2$, the energy function is estimated as $U_M(M_{xyk}) = U_{M2}$ by referring to $-\vec{V}_{O_2} = (-v_{2i}, -v_{2j})$. As result of these estimations, when $U_{M1}$ is less than $U_{M2}$, this block more likely belongs to vehicle $O_{M1}$.

$D_{xyk}$ represents texture correlation between $G(t-1)$ and $G(t)$. Let us suppose that $C_k$ is shifted backward in the image $G(t-1)$ according to the estimate motion vector $-\vec{V}_{O_m} = (-v_{mi}, -v_{mj})$. The texture correlation at the block $C_k$ is evaluated as (see Figure 5):

$$D_{xyk} = \sum_{0 \leq di < 8, 0 \leq dj < 8} |G(t; i + di, j + dj) - G(t - 1; i + di - v_{mi}, j + dj - v_{mj})| \quad (4)$$

The energy function $U_D(D_{xyk})$ takes maximum value at $D_{xyk} = 0$. The smaller $D_{xyk}$ is, the more likely $C_k$ belong to the vehicle. That is, the smaller $U_D(D_{xyk})$ is, the more likely $C_k$ belong to the vehicle. For example, when a block is determined to which of vehicle $O_1, O_2$ it belongs $U_D(D_{xyk})$ will be estimated as follows. First, assuming that a block belongs to $O_1$, the energy function is estimated as $U_D(D_{xyk}) = U_{D1}$ by referring to $\vec{V}_{O_1} = (v_{1i}, v_{1j})$. Then assuming that a block belongs to $O_2$, the energy function is estimated as $U_D(D_{xyk}) = U_{D2}$ by referring to $\vec{V}_{O_2} = (v_{2i}, v_{2j})$. As result of these estimations, when $U_{D1}$ is less than $U_{D2}$, this block most likely belongs to vehicle $O_{D1}$. 
Consequently, this optimization problem results in a problem of determining a map \( X(t) = y \) which minimizes the following energy function.

\[
U(y_k) \equiv U_N(N_{y_k}) + U_{pre}(D_{xy_k}, M_{xy_k}) = U_N(N_{y_k}) + U_D(D_{xy_k}) + U_M(M_{xy_k}) \\
= a(N_{y_k} - \mu_N)^2 + b(M_{xy_k} - \mu_M)^2 + cD_{xy_k}^2
\]  

\((5)\)

\(U(y_k)\) is considered to be the energy function for Spatio-Temporal MRF, and \(U(y_k)\) will be minimized by the relaxation process.

3.2 Experimental Results

![Tracking Images](image1)

![Object-Maps](image2)

Fig. 6. Tracking results by S-T MRF

Figure 6 shows a sequence of tracking two vehicles that caused an occlusion situation. These images are obtained at the rate of 10 frames/second, and a frame
number is attached to each image. Although a car is partly occluded behind a
truck, the two vehicles have been successfully segmented.

We applied the tracking algorithm utilizing the Spatio-Temporal MRF model
to 25 minute traffic images at the intersection. Three thousand, two hundred
and fourteen vehicles traversed the intersection; of these, 541 were occluded. As
a result, the method was able to track separated vehicles that did not cause
occlusions at over 99% success rate, and the method was able to segment and
track 541 occluded vehicles at about 95% success rate.

4 Global Optimization through Accumulated Images

Unfortunately, most of the images captured by cameras on infrastructures are
low-angle images, and many of them are front-view images. Therefore, in order to
construct traffic monitoring system to be of practical use for various situations,
it is necessary to apply this Spatio-Temporal MRF model to those low-angle im-
ages and front-view images. However, some characteristics of such images would
impede successful tracking as follows: Firstly, more severe occlusions occur in
cases of low-angle images than middle-angle images which are used in Section 3.
Since occlusion situations would occupy a long period in front-view images, ve-
hicles cannot be divided until they are just under the camera. Secondly, many of
vehicles that occlude one another move at almost equal motion vectors in cases
of front-view images. These similarities in motion vectors would cause ambiguous
boundaries among occluded vehicles.

In order to resolve these problems, it is necessary to apply global optimiza-
tions though accumulated images as well as between consecutive images. By
observing the principle that tracking problems correspond to segmentation of
spatio-temporal images, this improved algorithm will be also applied to middle-
angle images as described in Section 3.

4.1 Applying S-T MRF Backward along Temporal Axis

In order to resolve the first problem, it will be effective to apply S-T MRF model
backward along temporal axis; we call this procedure 'reversed S-T MRF'. Since
the Spatio-Temporal images are symmetrically arranged along temporal axis,
this reversed S-T MRF model will be able to divide each vehicle backward to the
previous images. In practice, about fifty images along with their corresponding
Object-maps are accumulated; the S-T MRF model is applied to such accumu-
lated spatio-temporal images backward to the previous images with re-mapping
the Object-maps.

When a cluster is split by background image, S-T MRF model is applied
backward along the temporal axis. Since segments of vehicles can be divided
individually backward to the previous images against occlusions by this reversed
S-T MRF, we will be able to know precise behaviors of such vehicles backward
along the temporal axis. Without this process, about half of vehicles will not be
divided successfully in low-angle and front-view images until they arrive in just
front of the camera.


4.2 Optimization of Motion Vectors

![Diagram showing motion vector optimization](image.png)

(a) Failure by Primary S-T MRF  
(b) Optimizing respective Motion Vectors

Fig. 7. Optimizations of Motion Vectors

Using the primary algorithm of S-T MRF which was defined in Section 3, blocks belonging to a cluster are re-mapped into the next Object-map by referring to a representative motion vector which was estimated for a cluster. However, when a cluster include two or tree vehicles, this re-mapping method may cause a failure in tracking. For example, as shown at the image frame $t - 1$ in Figure 7(a), two vehicles were included in Cluster-1 where Vehicle-1 is occluded behind Vehicle-2, and Cluster-2 was very close to Cluster-1. V-2 then gradually occludes V-3 separating from V-1 at frame $t + 1$. Finally, V-2 completely separates from V-1 at frame $t + 2$. By only using the primary algorithm of S-T MRF, the algorithm may not be able to recognize that Cluster-1 has include two vehicles.

Such a failure occurs when a representative motion vector of a cluster including V-1 and V-2 is determined to be similar to a representative motion vector of V-1, but to be dissimilar to a representative motion vector of V-2. Therefore, by using only the primary S-T MRF, blocks belonging to V-2 are re-mapped by referring to a representative motion vector of a cluster which is similar to a representative motion vector of V-1. Therefore blocks included in Vehicle-2 will gradually penetrate into Cluster-2. Unfortunately, in low-angle and front-view images, such a kind of failure occurs frequently.

Therefore, we have come to the conclusion that each block should be re-mapped by referring not to a representative motion vector of a cluster but rather to a motion vector characteristics of each block included in the cluster(Figure 7(b)). Here, we call a group of such a motion vector characteristic of each block as respective motion vectors. By re-mapping each block referring to each respective motion vector, segment boundary of Cluster-1 would extend appropriately according to V-2 moving apart from V-1; V-1 and V-2 will then be divided by background images(Figure 7(b)).
However, since all of the blocks' motion vectors would not be expected to be estimated appropriately only by block matching because of their poor textures, failures would occur in determining appropriate boundaries among clusters. Therefore, in order to optimize such boundaries, it appears to be effective to optimize a motion vector with respect to each block respectively by referring to motion vectors of neighbor blocks. This condition can be defined as the energy function in the following equation (6).

\[
P(C_{k1}, \ldots, C_{kn}) = \prod_{k_{1}, \ldots, k_{n}} \exp[-U_{mv}(C_k)]/Z_{mv}; \quad U_{mv}(C_k) = \sum_{B_k} |\vec{V}_{C_k} - \vec{V}_{B_k}|^2
\]  

Here, \( V_{C_k} \) and \( V_{B_k} \) represents the estimated motion vector of the block \( C_k \) and its neighbor blocks \( B_k \) respectively. Summation will be estimated over blocks \( B_k \) that have same labels as \( C_k \) (see Figure.3). This energy function (6) suggests that neighbor blocks should have similar motion vectors one another.

In this algorithm, each block is re-mapped into the next Object-Map by referring to the motion vector with respect to the block itself instead of the representative motion vector of the cluster. Consequently, in determining a label out of alternative labels, this algorithm minimizes the following energy function;

\[
U(y_k(t)) + fU_{mv}(C_k(t - 1)) = a(N_{yk} - \mu_{Ny})^2 + b(M_{x,y} - \mu_{Mxy})^2 + cD_{xy}^2
\]
\[
+ f \sum_{B_k} |\vec{V}_{C_k(t-1)} - \vec{V}_{B_k(t-1)}|^2 / N_{x_k}
\]

Here \( U(y_k) \) is defined as function (5) at \( T = t \); energy terms of \( U_M(M_{x,y}) \) and \( U_D(D_{x,y}) \) will be evaluated by referring to respective motion vectors of blocks belonging to the cluster. \( U_{mv}(C_k(t - 1)) \) will be estimated by using motion vectors at \( T = t - 1 \); \( C_k(t - 1) \) represents the original block of \( C_k(t) \), \( N_{x_k} \) represents the number of neighbor blocks that have same label as \( C_k(t - 1) \).

Therefore, motion vectors of blocks at \( T = t - 1 \) and Object-Map at \( T = t \) will be optimized simultaneously by considering both similarities in motion vectors among neighbor blocks and in texture correlations between consecutive images.

### 4.3 Merging Fragmental Segments

In spite of the optimization process in previous subsection, boundaries are sometimes still ambiguous due to similarities in motion vectors and poor textures of the blocks that belong to different vehicles. Such ambiguous boundaries would cause immoderate segmentations of a single vehicle.

For example, consider the case that Vehicle-1 comes close to occlude Vehicle-2, and then the boundary of the vehicles became ambiguous where a segment of Vehicle-1 includes a part of blocks which really belong to Vehicle-2. When Vehicle-1 move apart from Vehicle-2, the segment of Vehicle-1 will be divided into two segments by background images (Figure.8(a)). Although there appears a fragmental segment on Vehicle-2, the segment should be really included into the segment of Vehicle-2. On the other hand, there is a case that such segmentations are correct (Figure.8(b)). That is the case where a cluster including Vehicle-1 and Vehicle-3 came to occlude Vehicle-2, and then Vehicle-1 move apart from
Vehicle-3. In this case, there should be really three segments. Therefore, such immoderate segmentations as in Figure 8(a) could not be found a priori.

Consequently, after the immoderate segmentations by reversed S-T MRF, appropriate segment boundaries should be determined a posteriori by a segment merging process. In order to quantitatively examine whether Vehicle-2 and Vehicle-3 are likely to be merged into a single cluster, we define the following functions:

\[ P = \exp[-(U_{\text{connect}} + U_{\text{mv}})] \]  
\[ U_{\text{connect}} = -\alpha N_{\text{connect}} + \beta N_{\text{no,connect}} \]  
\[ U_{\text{mv}} = \gamma \sum_{\text{connected}} \left\{ (v_{xm} - v_{x2})^2 + (v_{ym} - v_{y2})^2 \right\} \]
\[ + \left\{ (v_{xm} - v_{x3})^2 + (v_{ym} - v_{y3})^2 \right\} \]

Here, \( N_{\text{connect}} \) means number of frames that segments of Vehicle-2 and Vehicle-3 are connected via blocks differ from a background image. And \( N_{\text{no,connect}} \) means number of frames that segments of Vehicle-2 and Vehicle-3 are not connected as described in frame k in Figure 8(b). \( (v_{x2}, v_{y2}) \) and \( (v_{x3}, v_{y3}) \) represents motion vectors of Vehicle-2 and Vehicle-3, respectively, and \( (v_{xm}, v_{ym}) \) represents motion vectors of a cluster which is a merged segment of Vehicle-2 and Vehicle-3. And summation is estimated only for connected frames.

By using such defined \( P \), likelihood of merging segments of Vehicle-2 and Vehicle-3 into a single segment is written as \( P_{\text{merge}} = \frac{P}{1+P} \). When the total energy function \( U_{\text{connect}} + U_{\text{mv}} = 0 \), \( P \) becomes 1 and \( \frac{P}{1+P} \) becomes 0.5. That is, when \( U_{\text{connect}} + U_{\text{mv}} = 0 \), likelihood and unlikelihood of merging segments are the same. And the lower total energy \( U_{\text{connect}} + U_{\text{mv}} \) becomes, the more the likelihood of merging segments increases. This likelihood function \( P_{\text{merge}} \) will be estimated between all pairs of segments, and it will then be determined with the probability \( P_{\text{merge}} \) whether they should be merged into a single segment.

![Fig. 8. Spatio-Temporal Object-Maps by reversed S-T MRF](image-url)
4.4 Experimental Results

In order to verify effectiveness of the global optimization algorithm, we applied this algorithm to forty minute long images of a junction on the Tokyo Metropolitan Expressway. During these forty minute images, 2,381 vehicles have passed this junction. In this experiment, 54 frame images and 54 Object-Maps were accumulated. Since images are captured in a rate of 10 frames/second, 54 frames corresponds to 5.4 seconds. Typically, vehicles run from entrances to under the camera within about 5 seconds. Therefore, applying reversed S-T MRF, most of the vehicles can be tracked from entrances. Parameters were decided by trial and error as: \( a = 1/2, b = 1/256, c = 32/1000000, f = 1/4, \mu_{\text{M}_{\text{exp}}} = 0. \)

First of all, Table.1 shows optimization levels that employ primary S-T MRF, reversed S-T MRF, optimization of each motion vector, and segment merging. And each level employs optimization algorithms that are indicated by 'yes'. For example, Level-2 employs primary S-T MRF, reversed S-T MRF, and optimization of each motion vector; however it does not employ segment merging. Here, though only 37.8% out of 2,381 vehicles were tracked successfully by the Level-1 algorithm, the success rate was drastically improved up to 91.2% by the Level-3 algorithm.

<table>
<thead>
<tr>
<th></th>
<th>Level-0</th>
<th>Level-1</th>
<th>Level-2</th>
<th>Level-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary S-T MRF</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Reversed S-T MRF</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Optimization of each motion vector</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Segment Merging</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 1. Optimization Levels

Figure.9 shows successful tracking results by applying Level-2 algorithm compared to Level-1. Figure.9(a) shows a tracking result by the Level-1 algorithm which employed reversed S-T MRF and did not employed optimization of each motion vector. Here some vehicles were recognized as a single cluster as indicated by vehicle ID number of 9 and 56. Since boundaries of clusters will be ambiguous without optimization of each motion vector, motion vector of each block would be somehow different from the representative motion vector of the cluster. As a result, such blocks were mis-determined as belonging to a neighbor cluster. Therefore, evaluating Object-Maps of such blocks on ambiguous boundaries referring to their own motion vectors, would enable us to follow such blocks more correctly forward along temporal axis. Then, a cluster including two or more vehicles can be divide correctly in a certain image frame. As a result, such vehicles would be divided into different segments backward to the past frames by applying reversed S-T MRF(Figure.9(b)).

Figure.10 shows successful tracking results to exhibit effectiveness of the segment merging algorithm. Without segment merging, some fragmental segments appeared as shown in Figure.10(a). On the other hand, such fragmental segments are merged by the segment merging algorithm to be correct segments corresponding to vehicles.
Fig. 9. Effects of optimization of each motion vector on Tracking results

Fig. 10. Effects of Segment Merging on Tracking results
Figure 11 shows dependencies of success rates in tracking results on the algorithm levels. And they were examined by using both of middle-angle images of at the intersection and low-angle images at the expressway junction. In middle-angle images, since most of vehicles were able to recognized vehicle by vehicle, success rate did not decrease even by the use of the Level-1 algorithm. On the other hand in low-angle and front-view images, serious occlusions drastically decreased success rate to less than 40%.

Finally, Figure 12 shows dependencies of success rates in tracking results on frame rates. And they also were examined by using both of the middle-angle images and the low-angle images. So far, all of experiments were performed by using images acquired at rate of 10 frames/second. However, as described in subsection 2.1, one of the essential ideas of the Spatio-Temporal Markov Random Field model is linking images and Object-maps between consecutive frames by motion vectors. Therefore, it is very interesting to examine how the frame rates affect success rates in tracking results. In this experiment, images were captured in the rate of 30 frames/second. Here in Figure 12, frame rates can be described as $[30/x]$ frames/second by using numbers in x-axis. Therefore, '1' on x-axis corresponds to the rate of 30 frames/second, and '3' corresponds to 10 frames/second. In the experiment of Figure 12, Tracking algorithm of Level-3 was used; twenty minute images were examined for this experiment.

As shown in this figure, success rates were decreased steeply at 3 frames/second in both kinds of images. It seems that use of block matching algorithm to obtain motion vectors did not work well for low frame rate images as 3 frames/second because searching region for matching becomes too broad to find the most likely matched region. In Figure 12, the success rate for middle-angle images does not decrease so steeply as that of low-angle images. However, this should not suggest that middle-angle images are less sensi-
tive to frame rates than low-angle images. At the intersection in middle-angle images, vehicles move more slowly than at the expressway in low-angle images because of crowded traffics, pedestrians, etc.

5 Conclusions

For many years, severe occlusions have been impeded automated analyses and monitoring of traffic images. By some considerations, we have come to a conclusion that such a tracking problem is equivalent to a segmentation problem of spatio-temporal images. For that purpose, we defined Spatio-Temporal Markov Random Field model which optimizes segmentations through spatio-temporal images by referring to texture and labeling correlations along temporal axis as well as x-y axes. In this model, motion vectors of consisting blocks are principal to connect discretized parts of a region along temporal axis into single region.

And then, traffic images at an intersection and highway junction were examined in order to evaluate reliability of this S-T MRF model. As results, 95% of vehicles were tracked successfully in middle-angle images at the intersection, and 91% of vehicles were tracked successfully in low-angle and front-view images at the highway junction. Although severe occlusions occur frequently in low-angle and front-view images, vehicle regions were segmented precisely by global optimizations of S-T MRF model.

Finally, by using such the reliable tracking algorithm, it will be possible to analyze and monitor traffic events in detail and precisely even in complicated situations such as large intersections or highway junctions.
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Abstract. Color constancy in color image segmentation is an important research issue. In this paper we develop a framework, based on the Dichromatic Reflection Model for asserting the color highlight and shading invariance, and based on a Markov Random Field approach for segmentation. A given RGB image is transformed into a R’G’B’ space to remove any highlight components, and only the vector-angle component, representing color hue but not intensity, is preserved to remove shading effects. Due to the arbitrariness of vector angles for low R’G’B’ values, we perform a Monte-Carlo sensitivity analysis to determine pixel-dependent weights for the MRF segmentation. Results are presented and analyzed.

1 Introduction

In recent years the problem of color constancy – the perception of objects in the real world without illumination effects – has been a major research subject in the image science and technology communities. In spite of shading and highlight effects, humans are quite able to perceive object surfaces in a scene, a difficult task for computer systems. An algorithm for color image segmentation, which is invariant to shading and highlight effects, has recently been introduced [23], developed in the context of the Dichromatic Reflection Model of Shafer [12].

In [23] the authors describe a principal component analysis and vector angle clustering-based approach for color image segmentation. In this method, the prototype vector is described as the principal vector (as opposed to principal curve) of the RGB color cluster and the calculation of the distance from this ”cluster center” to a pixel in the image is done using the vector angle. The number of clusters is selected and the algorithm chooses the most optimal (in the Mean Squared Error-sense) multi-vector fit to the data [3]. The illumination invariances are well captured by this method, however there are several drawbacks:

1. For small (black) RGB values the algorithm breaks down and produces extremely noisy angles.
2. All colors must fit into a predetermined number of clusters.
3. Border areas composed of composite colors are classified arbitrarily.
Certainly a wide variety of color-segmentation approaches have been proposed. In particular, methods based on color clustering have seen considerable interest, including k-means [15,21], fuzzy k-means [7], and morphology-based clustering [9]. The most notable drawback of such clustering methods is that they normally do not take any spatial relationships into account, and determine the segmentation strictly on a pixel-by-pixel basis, normally using the Euclidean distance. We will demonstrate for the problems of our interest, specifically the segmentation of images involving illumination effects, some degree of spatial dependence is crucial in formulating an adequate approach. The ability for Markov/Gibbs methods to model spatial dependencies will make them a very natural fit to our context.

Ad-hoc local methods have also been proposed for color image segmentation such as [5,18,20]. In [5], the authors present a method based on the calculation of principal components of local non-overlapping regions to estimate the region color. The method is also said to be highlight and shading invariant. [18] describes a method based on a region growing technique using the Euclidean distance as a similarity measure which is tested on images of homogenous color. [20] presents another region growing technique in which each region is defined by two values: the color gradient (calculated using the Euclidean distance) between two adjacent pixels and the maximum distance between two colors within this region. The first algorithm suffers from having to quantize the region segmentation information while the last two use the Euclidean distance. All three methods are based on various heuristics.

The focus of the present paper is to formulate a color image processing and segmentation technique in the context of the Dichromatic Reflection Model [12,19], which is introduced in Section 2. The crucial question is how to measure the similarity of two colors. Most previous methods assess the relationship between two multispectral (including color) pixels based on the Euclidean distance [7,9,21,22]. The Euclidean distance is often chosen for its simplicity, mathematical tractability, and is well-suited to feature spaces having an isotropic distribution (for color, a good example is the CIE \textit{Luv} space [11]). However in the case of color images, where each pixel is represented as a RGB vector, the Euclidean distance is a particularly poor measure of color similarity because the RGB space is an-isotropic, especially when lighting effects such as specular reflection and shading are present in the image.

In this paper, we propose to use the Dichromatic Reflection Model to transform the RGB image into a different space in which shading and specular reflection are normalized. In this context, highlight and shading invariant color image segmentation means the finding of regions, homogenous in color, irrespective of illumination effects.

Therefore, given the Dichromatic Reflection Model, why can the transformed pixels not be clustered effectively using k-means [10] or other related techniques? The problem is that sufficiently dark shades of any color all look alike (i.e., black), and similarly specular reflections or highlights converge to the same color (the color of the illuminating light, normally white). For example, Figure 1 clearly illustrates highlights (glossy white image patches) and shading (intensity variations on the surface of each fruit, taken under white light illumination. Conse-
Fig. 1. Original RGB color scene image, showing highlights and shading, captured using white light.

sequently, some sort of spatial model is essential in order to perform segmentation, to assign a highlight pixel to a colored group based on its surrounding context.

We propose to define the spatial context using a Gibbs/Markov approach, as outlined in Section 3. Certainly others have used Markov random fields for image segmentation [1,6,24]; however, normally these methods involve Gauss-Markov random fields, where the GMRF defines a spatial texture for the \( R, G, B \) components, from which segmentation can proceed as a separate hypothesis-testing procedure applied to the GMRF likelihood [8]. Our approach is quite different: we wish to find the segmented image directly as the result of energy minimization of some appropriately-defined Gibbs random field. Furthermore the regions are not distinguished on the basis of texture, rather on shading and highlight invariant color. That said, textured surfaces where the pixel variations are due to local shading effects (such as the surface of an orange) will be segmented correctly, since the normalized color is similar for all such pixels; whereas textures with intrinsically different colors (such as marble or paisley) are not the focus of our approach.

The formulation of our Gibbs model will be similar to others used for segmentation [4,6] except for a number of variations due to the peculiarities of our transformed space. We demonstrate the advantages of constructing an energy function for Markov Random Field-driven image segmentation using a measure related to the inner vector product.

This paper first describes the Dichromatic Reflection model and a development of an optimization criterion for segmentation. Next, results on an artificial image and a real scene image are presented and analyzed. Finally, conclusions and directions for future work are given.

2 Color Theory

The Dichromatic Reflection Model [12,19] will be used in this paper to show highlight and shading invariance properties of the new algorithm. First, the
DRM will be introduced. Next, the highlight invariance property will be briefly explained. Finally, how shading invariance is achieved will be described.

2.1 Preliminaries

The Dichromatic Reflection Model purports to separate light reflected from objects into two different types:

1. specular reflection or highlight characterized visually by a glossy appearance and describing light that is reflected in a mirror-like fashion from a surface;
2. diffuse or body reflection which is the light reflected from a surface in all directions, giving a surface its usual colored appearance.

This model has been described for a variety of materials [16]; the focus here will be on inhomogeneous dielectric materials such as plastics. The presentation of the DRM follows closely that given in [23]. First, light reflected from an object surface \( o \) (called the color signal) is described as a function \( C^o(\lambda, x) \) of wavelength \( \lambda \) and pixel location \( x \):

\[
C^o(\lambda, x) = \text{Body Reflection + Interface Reflection} \tag{1}
\]

\[
= \alpha(x)S^o(\lambda)E(\lambda) + \beta(x)E(\lambda) \tag{2}
\]

where \( E(\lambda) \) is the spectral power distribution of a light source, \( S^o(\lambda) \) is the spectral-surface reflectance of an object \( o \), \( \alpha(x) \) is the shading factor and \( \beta(x) \) is a scalar factor for the specular reflection term. The following set of equations can then represent the sensor responses for a camera using \( R, G, \) and \( B \) coordinates:

\[
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix} = \int C^o(\lambda, x)
\begin{bmatrix}
R_R(\lambda) \\
R_G(\lambda) \\
R_B(\lambda)
\end{bmatrix} d\lambda \tag{3}
\]

where \( R_i(\lambda), (i = R, G, B) \) are the spectral sensitivity functions of the camera in the visible spectrum. Substituting (2) into (3), we have

\[
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix} = \alpha(x) \int S^o(\lambda, x)E(\lambda)
\begin{bmatrix}
R_R(\lambda) \\
R_G(\lambda) \\
R_B(\lambda)
\end{bmatrix} d\lambda + \beta(x) \int E(\lambda)
\begin{bmatrix}
R_R(\lambda) \\
R_G(\lambda) \\
R_B(\lambda)
\end{bmatrix} d\lambda \tag{4}
\]

\[
= \alpha(x)c_b + \beta(x)c_i \tag{5}
\]

where \( c_b \) is the body color vector and \( c_i \) is the illumination color vector. These color vectors are normalized into a unit vector length.

For the sensor outputs \( R, G, \) and \( B \) to be white balanced, it is necessary to satisfy the following condition:

\[
\int E(\lambda)R_R(\lambda)d\lambda = \int E(\lambda)R_G(\lambda)d\lambda \tag{6}
\]

\[
= \int E(\lambda)R_B(\lambda)d\lambda \tag{7}
\]
As long as the illuminant \( E(\lambda) \) is a constant white over the visible wavelengths, and the spectral sensitivity functions \( R_i(\lambda), \ (i = R, G, B) \) have the same area, then the above condition obviously holds. However, if the illuminant is not white, a color balancing step [23] is needed where the three sensor outputs are adjusted to be equal to each other. In this paper it will be assumed that the illumination light is white or the image has been white balanced.

### 2.2 Highlight Invariance

To remove the effects of highlights it is necessary to transform the pixel coordinates according to the following transformation [14,23]:

\[
\begin{bmatrix}
R' \\
G' \\
B'
\end{bmatrix} = \begin{bmatrix}
R \\
G \\
B
\end{bmatrix} - AVG
\]  

(8)

where \( AVG \) represents the average value of \( R, G \) and \( B \). In this transformation, the reflectance variation caused by interface reflection is removed by projecting the observed reflectance in an \( n \)-dimensional vector space along the illumination vector onto an \( (n-1) \)-dimensional subspace that is perpendicular to the illumination vector [14]. From a practical point of view, a histogram of the RGB pixels making up a homogeneously-colored region containing a highlight patch would show two connected clusters (one for the homogenous color and one for the highlight).

For example, Figure 2 shows such a distribution in the RGB space of pixels from Figure 1. The four clusters appear highly spread-out and are non-linear (do not lie along a straight line in RGB space), because each cluster is composed of both body and specular reflections.

The transformation (8) transforms each set of nonlinear clusters into a single linear cluster representing the body reflection. This is well illustrated in Figure 3, where the original nonlinear clusters now appear as linear groupings. Given that the RGB components are assumed to be white balanced, the application of (5)–(8) eliminates the interface reflection term and reduces to

\[
\begin{bmatrix}
R' \\
G' \\
B'
\end{bmatrix} = \alpha(x) \int S^0(\lambda, x) E(\lambda) \frac{1}{3} \begin{bmatrix}
2R_R(\lambda) - R_G(\lambda) - R_B(\lambda) \\
-R_R(\lambda) + 2R_G(\lambda) - R_B(\lambda) \\
-R_R(\lambda) - R_G(\lambda) + 2R_B(\lambda)
\end{bmatrix} d\lambda
\]

(9)

\[
= \alpha(x) \int S^0(\lambda, x) E(\lambda) \begin{bmatrix}
R'_R(\lambda) \\
R'_G(\lambda) \\
R'_B(\lambda)
\end{bmatrix} d\lambda
\]

(10)

This formulation is dependent on the shading factor (illumination) and the body reflection (material color), which makes this color representation highlight invariant. Individual elements of the pixel vector in the new representation will be shifted according to the average of the body reflection term. This results in the new space having negative coordinates. Equivalently the spectral sensitivity functions, \( R'_R(\lambda), R'_G(\lambda), \) and \( R'_B(\lambda) \), in the new system also have negative
values. Three properties were derived from this representation. The first property says that all RGB colors fall into one of six quadrants. The second one says that all gray values (including saturated highlight areas) naturally collapse to the (0,0,0) point. Finally, the third property demonstrates that the same color can only exist in quadrants that have at least one adjacent edge.

2.3 Shading Invariance

Insuring a shading invariance property of the algorithm means that the shading factor shown first in (2) needs to be eliminated from the representation obtained using (10). The simplest way to do this is to normalize the new color vectors to unit length [14]. First, reformulate (10) as

$$
c' = \begin{bmatrix} R' \\ G' \\ B' \end{bmatrix} = \alpha(x) \int S^o(\lambda, x) E(\lambda) \begin{bmatrix} R'_R(\lambda) \\ R'_G(\lambda) \\ R'_B(\lambda) \end{bmatrix} d\lambda = \alpha(x) \begin{bmatrix} c'_R \\ c'_G \\ c'_B \end{bmatrix}
$$

where $c'_R, c'_G, c'_B$ represent the non-factory terms of (8). Now normalizing the color vector, $c'$, we obtain:

$$
\frac{c'}{|c'|} = \frac{\alpha(x) \begin{bmatrix} c'_R \\ c'_G \\ c'_B \end{bmatrix}}{(\alpha^2(x)[(c'_R)^2 + (c'_G)^2 + (c'_B)^2])^{1/2}}
$$

Fig. 2. Distribution of pixels in the RGB space from Figure 1. The straight lines are the principal vectors obtained with the best MSE fit from [23]. Both the red and orange fruits have been clumped into one larger cluster. Whereas three of the four clusters depicted in the image correspond to fruit colors, the fourth represents all of the highlight areas.
Fig. 3. Distribution of pixels in the R’G’B’ space from Figure 1; compare with the RGB distribution in Figure 2. The straight lines are the principal vectors obtained with the best MSE fit from [23]. The alignment of the four cluster prototypes with the four color clusters is clearly seen; each of the four cluster prototypes corresponds to a colored fruit.

\[
\begin{bmatrix}
    c_R^o \\
    c_G^o \\
    c_B^o \\
\end{bmatrix} = \frac{\begin{bmatrix}
    c_R^o \\
    c_G^o \\
    c_B^o \\
\end{bmatrix}}{((c_R^o)^2 + (c_G^o)^2 + (c_B^o)^2)^{1/2}}
\]

(13)

The shading factor has been eliminated and hence this representation is intensity invariant. This operation puts all vectors on the unit hypersphere, except for the null vector (0,0,0) for which this operation is undefined. Since the Euclidean distance between two normalized transformed color vectors does not reflect accurately the perceptual difference between the two vectors, we propose to factor the invariance operation directly into the similarity measure calculation by using one minus the cosine of the vector angle \(\theta_{c',d'}\) between two transformed color vectors \(c', d'\); the similarity measure then becomes

\[
\Omega(\theta_{c',d'}) = 1 - \frac{\langle c', d' \rangle}{|c'| |d'|}
\]

(14)

\[
= 1 - \frac{\alpha_c(x)\alpha_d(x)(c^o_Rd^o_R + c^o_Gd^o_G + c^o_Bd^o_B)}{(\alpha^2_c(x)(c^o_Rc^o_R + c^o_Gc^o_G + c^o_Bc^o_B))^{1/2}(\alpha^2_d(x)(d^o_R + d^o_G + d^o_B))^{1/2}}
\]

(15)

\[
= 1 - \frac{(c^o_Rd^o_R + c^o_Gd^o_G + c^o_Bd^o_B)}{(c^o_Rc^o_R + c^o_Gc^o_G + c^o_Bc^o_B)^{1/2}(d^o_R + d^o_G + d^o_B)^{1/2}}
\]

(16)

So if \(c'\) and \(d'\) are similar in orientation then (16) will be close to zero. Both vectors will be deemed close irrespective of the shading factors \(\alpha_c(x)\) and \(\alpha_d(x)\) associated with them. Therefore, this method is also shading invariant.
tice, the color vectors $R', G', B'$ are normalized as in (13), which reduces (16) to a simple dot product calculation for each pixel comparison.

2.4 Angle Accuracy

The principal problem with the vector angle formulation derives from the consequences of using (8), which collapses all graylevel values to the origin in the transformed domain, and (13), which performs a vector normalization. Stated more plainly, a collection of noisy, nearly black pixels will be normalized to vastly different transformed locations. This is strictly a reflection of the large degree of sensitivity in the definition of a “hue” for nearly black pixels.

Standard clustering approaches either require such pixels to be rejected (needing an arbitrary rejection threshold) or incorporate them, leading to misleading conclusions. The elegance of the MRF approach to a segmentation algorithm, set up in the next section, is that the penalty term associated with a vector angle can be continuous, rather than discrete admit/reject.

The noise sensitivity of the similarity measure (16) is easily computed, as a preprocessing step, using Monte-Carlo means. In particular, if we model two pixels as noisy

$$c = c_{\text{exact}} + \text{noise}$$

$$d = d_{\text{exact}} + \text{noise}$$

then the variance $\text{var}(\Omega(\theta_{c'}, d'))$ can be efficiently computed; clearly if this variance in angle difference is small then the accuracy of the angle calculation will be deemed high and will be weighted more heavily in the Gibbs energy.

3 Markov Random Fields

The modeling problems in this paper are addressed from the computational viewpoint. There are two primary concerns: how to define an objective function for the optimal solution of the image segmentation problem, and how to find its optimal solution. Given the various uncertainties in the imaging process, it is reasonable to define the desired solution in an optimization sense, such that the “perfect” or “exact” solution to our segmentation problem is interpreted as the optimum solution to the optimization objective.

Some forms of contextual constraints are eventually necessary when trying to interpret visual information. The spatial and visual contexts of the objects in an image scene are necessary for the understanding of the scene; the context of object features at a lower level of representation allow the recognition of the objects; the context of primitives at an even lower level lets the object features be identified; and finally the context of image pixels at the lowest level of abstraction allows for the extraction of those primitives. To create a reliable and effective image analysis system the use of contextual constraints is unavoidable and therefore indispensable.

Gibbs Random Fields (GRFs) [4,24] provide a natural way of modeling context dependencies between, for example, image pixels of correlated local features
The practical use of GRF models is largely possible due the improved insights and understanding provided by the Hammersley Clifford theorem [6], which allows Markov random field (MRF) modeling to be reinterpreted as an energy function minimization. The second motivating development is the improved insight and available methods for Gibbs sampling and Simulated Annealing.

The MRF-based segmentation model is defined by the contextual relationships within the local neighborhood structure. Since our goal is the assertion of local constraints, rather than an accurate modeling of spatial textures, as in other GMRF color-segmentation research [8], we shall only be concerned with first order random fields, both simplifying the model and limiting the computational complexity.

Suppose we are given a color image on a pixel lattice \( \mathcal{L} = \{ i, j \} \). As just discussed in Section 2, each pixel \( \{ RGB \}_{i,j} \) is transformed to its normalized representation \( c'_{i,j} \).

If we precompute the adjacent-pixel vector-angle criteria

\[
\psi_{i,j} = \Omega(\theta_{c'_{i,j},c'_{i+1,j}}) \quad \phi_{i,j} = \Omega(\theta_{c'_{i,j},c'_{i,j+1}})
\]

then a Gibbs energy \( E \) for segmentation can be formulated as follows:

\[
E[\{l(i,j)\}] = \sum_{i,j} \alpha \left[ \psi^2_{i,j} \delta(l(i,j),l(i+1,j)) + \phi^2_{i,j} \delta(l(i,j),l(i,j+1)) \right] + \beta \left[ (1 - \delta(l(i,j),l(i+1,j))) + (1 - \delta(l(i,j),l(i,j+1))) \right]
\]

where each pixel \( (i,j) \) is assigned an integer label \( 0 \leq l(i,j) < N \), and where \( \alpha, \beta \) control the relative constraints on the homogeneity of a single region and the degree of region fragmentation, respectively.

The model (20) is intuitive and easily implemented. As mentioned before, it deviates from previous models used for image segmentation in that the inner vector product \( \Omega \) is used to calculate the minimum energy instead of the Euclidean distance in \( R, G, B \). However it misses one essential point: not all of the vector angles are computed with the same accuracy. Even a small amount of pixel noise on a dark or highlight region results in nearly totally random vector angles, which (20) would choose to separate into single-pixel regions. Given the covariance of the vector angle difference, computed by analytic or Monte-Carlo means as discussed in Section 2.4, we introduce weights

\[
w_{i,j} = \frac{1}{\text{var}(\Omega(\theta_{c'_{i,j},c'_{i+1,j}}))} \quad v_{i,j} = \frac{1}{\text{var}(\Omega(\theta_{c'_{i,j},c'_{i,j+1}}))}
\]

to assert the degree of confidence of the terms in the energy:

\[
E[\{l(i,j)\}] = \sum_{i,j} \alpha \left[ w_{i,j} \psi^2_{i,j} \delta(l(i,j),l(i+1,j)) + v_{i,j} \phi^2_{i,j} \delta(l(i,j),l(i,j+1)) \right] + \beta \left[ (1 - \delta(l(i,j),l(i+1,j))) + (1 - \delta(l(i,j),l(i,j+1))) \right]
\]

Model (22) is a very credible segmentation criterion, representing a considerable advance beyond standard vector-angle methods, and yet (22) is little more complicated than a standard Ising/Potts model [24] and so is well-understood and easily implemented.
The primary drawback with (22) is that it is strictly a local, pixel-neighbor model and suffers from the same problems as other region-growing approaches: two vastly differently colored pixels may be grouped into a single region if they are linked by noisy or intermediated-colored pixels. A second undesired effect is that \( N \) constrains only the number of region labels, not the number of regions; that is, in regions of noise or color-gradients, (22) can generate a proliferation of small regions. Finally, the label criterion, controlled by \( \beta \), measures boundary length, rather than region volume (see Figure 4). Therefore, in regions where the vector-angle criterion is vague (that is, in saturated or dark regions), a large number of pixels may have to be flipped to see any change in the energy, implying that only the slowest of annealing schedules will successfully converge.

A global model can overcome these drawbacks. If we associate with label \( l \) a global transformed color \( a'_l \) then each region is forced to be well defined:

\[
E[ \{ l(i, j), a'_l \} ] = \sum_{i, j} \Omega(\theta a'_{l(i, j)}, c'_{i, j})^2 + \beta \left[ (1 - \delta(l(i, j), l(i, j+1)) + (1 - \delta(l(i, j), l(i, j+1))) \right]
\]

(23)

For the purposes of this paper, we propose to fix the region colors \( \{ a_l \} \); that is, the sampling and annealing takes place only over the label indices \( \{ l(i, j) \} \) themselves. The \( \{ a_l \} \) would be found by a preceding step, such as vector quantization [21].

A final modification mirrors that of (22): the degree to which the region color is to be asserted at each pixel should be spatially-varying, now for two reasons:

1. The color-dependent effect of noise, particularly for dark and highlight pixels.
2. We are normally not interested in pixels in regions of high color gradient; at the very least, these pixels should not unduly influence the Gibbs energy by being inconsistent with the region color \( a \).

If we let

\[
u(i, j) = \min \left\{ \frac{1}{\text{var}(\Omega(\theta c'_{i, j}, c'_{i+1, j}))}, \frac{1}{\text{var}(\Omega(\theta c'_{i, j}, c'_{i+1, j}))} \right\},
\]

(24)

that is, the variances are the pointwise one, based on a noise model, and a spatial one, computed over a local neighborhood \( \mathcal{N} \), then our segmentation model becomes

\[
E[ \{ l(i, j), a_l \} ] = \sum_{i, j} u(i, j) \Omega(\theta a'_{l(i, j)}, c'_{i, j})^2 + \beta \left[ (1 - \delta(l(i, j), l(i, j+1)) + (1 - \delta(l(i, j), l(i, j+1))) \right]
\]

(25)
This gives us a concise and coherent representation of the color image segmentation problem by incorporating both local and global constraints. The global constraints are defined by global color region labels obtained through some vector quantization process such as the one presented in [23]. Local constraints are included by virtue of using pixel level constraints in the MRF model.

Model (25) is a tradeoff between a completely local region growing approach, where many spurious regions can be created, and a global color clustering approach where regions of differing color can be inadvertently merged. Furthermore, the use of vector angle accuracy weights (21) allows the less reliable calculation of vector angle for small R’G’B’ values to be appropriately modulated.

4 Results

The Gibbs Sampler [4] will be used to optimize both (22) and (25). To make comparison as straightforward as possible, all MRF results were initialized from a random start, although in practice initializing from an MPC or other segmentation could accelerate convergence. For the global model (25) the label colors \(a\) are determined using the algorithm presented in [23].

Results were prepared an artificial image of colored bands, shown in Figure 5 respectively. The artificial image varies in intensity horizontally (i.e., from left to right and a saturated highlight is present near the right border). Some additive uniform uniformly distributed noise was added to this image.

The MPC result on the artificial image is shown in Figure 5(b). The highlight part is clearly a mixture of the three other segmentation classes due to having a nearly null vector representation in the \(R', G', B'\) space, and the absence of spatial constraints prevents the ambiguity from being corrected. For the MRF models, the results in Figure 6(a) and Figure 6(b) clearly illustrate the problems of boundary length discussed in Section 3, because of the lack of region-defining constraints such as characteristic region vector, boundary length or area size constraints. It is interesting to note that under careful examination, regions generated on both sides of the border between each color band pair are seldom part of the same class. Figure 6(c) demonstrates the type of result that is obtained using Model (23). As desired, very few highlight parts remain as other highlight areas have been subsumed into their adjacent regions. The remaining few misclassified pixels are due most probably to a too-rapid annealing schedule.

The free parameter \(\beta\) clearly controls the significance of the color-angle dot product in relation to the spatial label contribution in the energy term; clearly in the limit of a small value of \(\beta\), the MRF result converges to that of MPC. Finally, Figure 6(d) shows the results for the same color bands, but now where the vector angle calculation is weighted in terms of the accuracy to which the angle can be determined (which is affected by darkness or degree of highlight), as in (25).

5 Conclusions

We have presented a Markov Random Field-based model for shading and highlight invariant color image segmentation. The model’s invariance properties have
been verified using the Dichromatic Reflection Model. Furthermore, the model is based on a vector angle difference measure between color vectors and includes weights to take into account the reliability of calculating angles between various vector pairs.

The MRF model used is a compromise between local-only or global-only color image segmentation methods. It combines the best of both worlds: the ability of the global methods to create well segmented regions and the ability of local methods to adapt to the local variations in pixel values.

There are three immediate considerations for future work. It is not obvious that it is desirable to fix the region colors in models (23), (25). The obvious advantage of doing so is the computational consideration, however the disadvantage is that any error in the vector-quantization step is locked in place and cannot be removed. Instead, the region colors \( \{a_i\} \) can be variable, determined as part of the annealing process. Although this requires the Gibbs sampling of continuous values, the effort can remain reasonable if the variables are accurately initialized: \( \{a_i\} \) from vector quantization or k-means [10], and the pixel labels \( \{l(i,j)\} \) from (22).

Furthermore, the limitation, as illustrated in Figure 4, of using the boundary length as an energy metric for each segmented region, should be revisited. The most obvious choice would be to prefer larger regions, where region size is measured by the number of pixels in the region. Although much more robust than boundary length, the number of pixels is a non-local criterion, and is therefore computationally much less convenient.

Finally, parameter estimation to obtain proper convergence of the MRF models is essential. In this paper, parameter estimation was ad-hoc. A formalized parameter estimation technique needs to be applied to fully evaluate the advantages of the MRF models over vector quantization and region growing-based methods when applied to real scene images.
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Abstract. The paper describes a robust edge and contour extraction technique under two types of degradation: random noise and aliasing. The technique employs unambiguous probabilistic relaxation to distinguish features from noise and refine their spatial locations at sub-pixel accuracy. The most important component in the probabilistic relaxation is a compatibility function. The paper suggests a function with which the optimal orientation of edges can be derived analytically, thus allowing an efficient implementation of the relaxation process. A contour extraction algorithm is designed by combining the relaxation process and a perceptual organization technique. Results on both synthetic and natural images are given and show effectiveness of our approach against noise and aliasing.
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1 Introduction

Feature extraction is an essential part of most computer vision problems. Many features such as edges and corners are high frequency components and can be easily obscured by noise. Thus, effective feature extraction processes must incorporate some degree of noise removal capability. Another major obstacle against reliable feature extraction is aliasing due to finite sampling of data. The aliasing obscures the spatial location of features. Researchers are continually working to overcome these problems.

Many feature extraction algorithms proposed in literature often assume that noise has been reduced using some standard smoothing techniques such as Wiener filter, Gaussian smoothing, and non-linear diffusion [1,9,20]. A problem with handling noise separately from feature extraction process is that it is difficult to determine the necessary amount of smoothing required to remove noise without removing actual features. Even with an optimal amount of smoothing, some of subtle features would be lost. Another disadvantage associated with
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smoothing is that it further obscures the spatial location of features. The trade-off between
signal to noise ratio (SNR) and localization accuracy is well known, and linear filter based
techniques such as Gaussian smoothing have a theoretical
limit in its performance in terms of the SNR and localization.

A more reliable approach is to distinguish features from noise by a localized
pattern analysis. The underlying assumption is that features form non-random
patterns while noise does not. Also prior knowledge of feature patterns can
improve the spatial localization of the features. Such pattern analysis is believed
to be a part of the human vision processing as evidenced by vernier hyper acuity
and contour “pop-out”[4].

Our research goal is to derive a reliable feature extraction and localization
system based on simple localized pattern analysis. Such a system is not only
for practical interest but also for theoretical one as it can bring some insight on
segmentation mechanism of the human vision system. In this paper, we employ
probabilistic relaxation or relaxation labeling ([22,8]) to filter out random noise
and extract high frequency features and their spatial locations from low reso-
olution images. The technique searches for a near optimal edge configuration in
terms of its location and orientation at the sub-pixel resolution (i.e., we wish to
resolve high-resolution edge contours).

The paper suggests a general approach for designing an edge based com-
patibility function that is a core ingredient for the relaxation process. It then
provides a particular realization of the function that allows computationally ef-
cient procedure for performing the relaxation and achieving a near-optimal
edge configuration. We then develop a contour extraction technique that com-
bines the result of the relaxation with a perceptual organization technique. The
 computation is purely local and intrinsically parallel.

The paper is organized as follows. Section 2 provides a brief description of
the probabilistic relaxation followed by a detail description of how we designed a
compatibility function for recovering edge configuration. Section 3 describes how
to perform the relaxation process in a computationally efficient manner. Section
4 provides a contour extraction procedure based on the relaxation and perceptual
grouping. Section 5 gives some experimental results of the edge localization and
contour extraction processes using both synthetic and natural images. Section 6
provides brief discussion on other related works and some relevant neurological
evidence. Finally, Section 7 concludes with a summary.

2 Probabilistic Relaxation

The technique explores global consistency through local iterative interactions or
"relaxation". It measures local consistency of an object to its neighbor objects
based on a collective sum of a simple pair-wise compatibility measure. The mea-
sure captures the prior knowledge of the structural or contextual patterns of
interest. At each iteration, the configuration of each object is updated so that it
is more consistent to its neighbors. The configuration of an object is represented
by the probability distribution of its labels or "states". Through iterative lo-
cal interaction, the process approaches a more globally consistent configuration. The technique has been studied extensively in both theory and implementation [8,13,19,21], and found many applications in image processing and computer vision. [6,10]

For any application of the probabilistic relaxation, a compatibility function is necessary. It is often defined as \( r_{ij}(\lambda_i, \lambda_j) \), for two objects at \( i \) and \( j \) having labels \( \lambda_i \) and \( \lambda_j \), respectively. The function quantifies how likely or how compatible the label \( \lambda_i \) of an object at \( i \) is to \( \lambda_j \) of another object at \( j \). We can also associate it with the conditional probability \( \Pr(\lambda_i|\lambda_j) \). However, the specification of \( r_{ij}(\lambda_i, \lambda_j) \) is less constrained than \( \Pr(\lambda_i|\lambda_j) \) as the former is allowed to have negative values and \( \sum_{\lambda_i} r_{ij} \) does not have to be 1. When \( \lambda_i \) at site \( i \) is compatible (incompatible) with \( \lambda_j \) at site \( j \), the compatibility function should have a large (small or negative) value.

Now a support function is defined based on the compatibility function as

\[
S_i(\lambda_i) = \sum_j \sum_{\lambda_j} r_{ij}(\lambda_i, \lambda_j) P_j(\lambda_j),
\]

where \( P_j(\lambda_j) \) is the probability of having label \( \lambda_j \) at \( j \). In other words, \( P_j(\lambda_j) \) is the Probability Density Function (PDF) of \( \lambda_j \). The support function measures how likely the site \( i \) is labelled as \( \lambda_i \), given the configuration of its neighbors. At last, the total support function is defined as

\[
S = \sum_{\lambda_i} \sum_{\lambda_i} S_i(\lambda_i) P_i(\lambda_i) = \sum_{\lambda_i} \sum_{\lambda_i} \sum_j \sum_{\lambda_j} r_{ij}(\lambda_i, \lambda_j) P_i(\lambda_i) P_j(\lambda_j)
\]

The total support function measures the global consistency of the particular configuration. The objective of the probabilistic relaxation is to maximize the total support by iteratively updating \( P_i \) \( \forall i \).

In its general form, probabilistic relaxation is not computationally amiable. Difficulties associated with the technique are the following:

1. It is difficult to formulate the compatibility function as the function is 4 dimensional \((i, j, \lambda_i\) and \( \lambda_j \)) in general.
2. It is not simple to update \( P_i \) as it has to be projected onto 
\[
\{p_i(\lambda_k), k = 1..K, p_i(\lambda_k) \in [0, 1], \sum_k p_i(\lambda_k) = 1\}
\]
where \( K \) is the number of possible labels, and evaluation of the support function is often computationally expensive. [16,18]

The second difficulty listed above can be alleviated by using unambiguous relaxation [8]. With unambiguous labeling, the only label allowed for an object at \( i \) to take is the one that maximizes \( S_i \). By denoting the index of the label that maximizes \( S_i \) as \( M(i) \) (i.e. \( M(i) = \arg \max_k S_i(\lambda_k) \)), the PDF becomes \( P_i(\lambda_k) = 1 \) if \( k = M(i) \) and \( P_i(\lambda_k) = 0 \) if \( k \neq M(i) \). Then the support function becomes

\[
S_i(\lambda_{M(i)}) = \sum_j r_{ij}(\lambda_{M(i)}, \lambda_{M(j)}),
\]
\[ S_i(\lambda_k) = 0, \ k \neq M(i). \]  \hspace{1cm} (4)

The total support function is simplified to

\[ S = \sum_i \sum_j r_{ij}(\lambda_{M(i)}, \lambda_{M(j)}). \]  \hspace{1cm} (5)

Thus, the unambiguous relaxation alleviates the second difficulty listed above at the expense of flexibility in specifying the PDF. However, we still face a problem of designing the compatibility function. In the next sections, we concentrate on designing the compatibility function for application to edge extraction.

### 2.1 Compatibility Function

As described above, the compatibility function captures the prior knowledge of the patterns of interest; thus it is heavily dependent on a problem one wants to solve. Here, our interest is to extract edges and their attributes. This section first describes a general approach to design a compatibility function for edges. The approach is based on two assumptions: invariance to an Euclidean transform of the coordinate system and invariance to the global illumination level. Then the section describes a particular realization of the approach for extraction of edges under noisy conditions. This realization results in a computationally efficient procedure for maximizing the support function.

First, we consider that an edge is described by three attributes: the location \((x, y)\), orientation \(\theta\), and strength \(m\). It will be represented by a vector, \(e(x, y)\) whose orientation and strength are \(\mathcal{L}e = \theta\) and \(|e| = m\), respectively. Our framework allows the location and orientation to be treated as a label for the relaxation.

We define a compatibility function for edges as

\[ r(e_i, e_j) = f(i_x, i_y, \mathcal{L}e_i, j_x, j_y, \mathcal{L}e_j, |e_j|) \]  \hspace{1cm} (6)

where \(i_x\) and \(i_y\) are the \(x\) and \(y\) coordinates of \(e_i\), respectively, likewise for \(j_x\) and \(j_y\) with respect to \(e_j\). This is a function of 7 variables. Note that the function is not dependent on \(|e_i|\) as we do not treat the edge strength as a label.

To simplify the design process, we assume that the compatibility function is invariant to both translation and rotation of the coordinate system. Then, we design a prototype function with \(j_x = j_y = 0\) and \(\mathcal{L}e_j = 0\). Later, this prototype function is translated to \((j_x, j_y)\) and rotated by \(\mathcal{L}e_j\) to obtain the general form of \(r(e_i, e_j)\). Then the prototype function can be expressed as

\[ r_{ij}(e_i, e_j) = f(i_x, i_y, \mathcal{L}e_i, |e_j|). \]  \hspace{1cm} (7)

For convenience, we use a polar coordinate in describing \((i_x, i_y)\). Thus

\[ r_{ij}(e_i, e_j) = f(d_i, \alpha_i, \mathcal{L}e_i, |e_j|) \]  \hspace{1cm} (8)

where \(d_i = \sqrt{i_x^2 + i_y^2}\) and \(\alpha_i = \arctan(i_y, i_x)\).
Fig. 1. Geometrical Notations. (a) used in describing the compatibility function. (b) used in describing the support function maximization procedure.

In most image capturing environments, the image irradiance is proportional to the scene radiance. Therefore the edge strength is also proportional to the radiance [25]. Our goal is to obtain a consistent edge configuration based on the structure of objects, as much as possible, without being influenced by the level of illumination. Thus, we impose a constraint that the order of support should be invariant to the constant scaling of the scene illumination. To be more precise mathematically, the ratio of total supports for two different configurations remains constant with respect to the change in the global illumination level.

It can be shown that the above constraint can be satisfied if the compatibility function is proportional to the edge strength. Thus, the prototype compatibility function is

$$r_{ij}(e_i, e_j) = |e_j| f(d_i, \alpha_i, \angle e_i).$$  

Note that this is not the only choice for achieving the invariance to the global illumination level. Obviously, making the compatibility function totally independent of the edge strength is another option. However, we found that the scaling of the compatibility measure by the edge strength is important as strong surface discontinuities can strongly influence the neighboring configuration.

The next design step is to decompose $f$ into a product of two terms: $r_{loc}$, which measures the compatibility of the edge location to $e_j$, and $r_{or}$, which measures the compatibility of $\angle e_i$ to $e_j$ given $d_i$ and $\alpha_i$. The functions $r_{loc}$ and $r_{or}$ will be called compatibility factors. With this decomposition, $f$ is written as

$$f(d_i, \alpha_i, \angle e_j) = r_{loc}(d_i, \alpha_i, e_j)r_{or}(\angle e_i|d_i, \alpha_i, e_j).$$

Note that we used $|$ notation as conditional probability to make the meaning of each factor more clear. One can make an analogy of the decomposition with the product rule of probability. This decomposition can be applied to any function $f$ and does not impose any new constraints on $f$. However, the design process becomes more tractable by breaking the compatibility relationship into two factors.

Our formulation of the compatibility factors is described next. The design is heavily based on our intuition and other alternatives are possible.
Compatibility Factor $r_{loc}$. We arrive at our definition of $r_{loc}$ empirically. Colinearity of the Gestalt rules suggest that $\alpha_i$ is most compatible with $e_j$ when it is equal to $\angle e_j$ or $\angle e_j + \pi$ [11]. The degree of the compatibility decreases as $\alpha_i$ deviates from the values. We use $\sin^2(\alpha_i)$ to quantify the deviation. We also assume that the compatibility decreases as the distance between two sites increases. Using the ideas above as guidelines, we suggest the following function for $r_{loc}$ with distributions that are Gaussian in $d_i$ and exponential in $\sin^2(\alpha_i)$.

$$r_{loc}(d_i, \alpha_i) = e^{-\beta \sin^2(\alpha_i) - d_i^2/2\sigma^2}$$  \hspace{1cm} (11)

where $\sigma^2$ and $\beta$ are parameters for the Gaussian and exponential distributions, respectively.

Compatibility Factor: $r_{or}$. For $r_{or}$, we use $\cos(\angle e_i - \phi_i(d_i, \alpha_i, e_j))$, where $\phi_i$ specifies the most compatible $\angle e_i$ to $e_j$. The function returns 1 when $e_i = \phi_i$ and $-1$ when $e_i = \phi_i \pm \pi$. It is monotonic between the two extrema.

We found empirically that $\phi_i$ can be specified further. We collected natural images of various types, measured correlation of gradient angles at different offsets, and obtained PDFs of $\angle \nabla I(x, y) - \angle \nabla I(x + o_x, y + o_y)$ for a distribution of offsets $(o_x, o_y)$. Note that $I$ represents image data and $\nabla$ is the gradient operator. We found that the PDFs are strongly peaked at 0. Figure 2 shows PDFs of $\angle \nabla I(x, y) - \angle \nabla I(x + o_x, y + o_y)$ at two different offsets: $(o_x, o_y) = (2, 0)$ and $(2, 2)$. The results suggest that the most compatible $\angle e_i$ to $e_j$ is $\angle e_j$. Thus, we set $\phi_i = \angle e_j$.

With the compatibility factors so designed, the prototype compatibility function is

$$r(e_i, e_j) = |e_j|e^{-\beta \sin^2(\alpha_i) - d_i^2/2\sigma^2} \cos(\angle e_i),$$  \hspace{1cm} (12)

and for a general case (i.e. non-prototype condition) $e_j$,

$$r(e_i, e_j) = |e_j|e^{-\beta \sin^2(\alpha_{ij} - \angle e_j) - d_{ij}^2/2\sigma^2} \cos(\angle e_i - \angle e_j),$$  \hspace{1cm} (13)

$d_{ij}$ is the distance between $(i_x, i_y)$ and $(j_x, j_y)$, and $\alpha_{ij}$ is the slope of the line connecting $(i_x, i_y)$ and $(j_x, j_y)$. See Figure 1(a).

The use of this compatibility factor results in a computationally efficient procedure for maximizing the total support defined in (5). The next section discusses the maximization process.

3 Relaxation Procedure

3.1 Maximizing Support Function

Computational effort is a major consideration for maximizing the total support function. To show this, denote the number of possible edge locations by $N_i$, and the number of possible edge orientation by $N_o$. For simplicity, if we allow multiple edges to share the same site, the number of possible configurations for
Fig. 2. Correlation of Edge Orientations. The plot shows the PDF of \( \angle \nabla I(x, y) - \angle \nabla I(x + o_x, y + o_y) \) at different offsets, \((o_x, o_y)\). Both PDFs show a strong peak at \( \angle \nabla I(x, y) - \angle \nabla I(x + o_x, y + o_y) = 0 \). (a) \((o_x, o_y) = (2, 0)\) (b) \((o_x, o_y) = (2, 2)\).

each edge is \( N_l N_o \), which can be quite large for moderate cases. For example, with \( N_l = 5 \times 5 \) and \( N_o = 16 \), \( N_l N_o = 400 \). Then, in order to find \( M(i) \) which maximizes \( S_i \) in (3), a brute force method requires \( N_l N_o \) evaluations of \( S_i \). Thus, the total number of evaluation of the compatibility function is \( N_n N_l N_o \) where \( N_n \) is the number of neighbor sites contributing to the sum in (3).

Maximizing \( r_{or} \). The main reason for using \( \cos \) function in \( r_{or} \) to interpolate between the two extrema is to reduce the computational burden and, at the same time, increase the resolution of edge orientation. Assume that we are maximizing \( S_i \) in terms of \( \angle e_i \). Then by using trigonometry identities, \( \cos(a + b) = \cos(a) \cos(b) - \sin(a) \sin(b) \) and \( A \sin(\theta) + B \cos(\theta) = \sqrt{A^2 + B^2} \cos(\theta + \phi) \), \( \phi = \arctan(A/B) \), the support function can be expressed as

\[
S_i(\angle e_i) = \sum_j |e_j|r_{loc}\cos(\angle e_i - \angle e_j) = F_i \cos(\angle e_i - \Theta_i)
\]

where

\[
F_i = \sqrt{\left( \sum_j |e_j|r_{loc}\cos(e_j) \right)^2 + \left( \sum_j |e_j|r_{loc}\sin(e_j) \right)^2},
\]

\[
\Theta_i = \arctan \left( \frac{\sum_j |e_j|r_{loc}\sin(e_j)}{\sum_j |e_j|r_{loc}\cos(e_j)} \right).
\]

Therefore \( \angle e_j = \Theta_i \) maximizes \( S_i \) and \( \Theta_i \) can be computed with \( N_n \) evaluations of \( r_{loc} \) instead of \( N_o N_n \). Also the domain of \( \angle e_i \) becomes continuous without any computational penalty.

Another and more visually intuitive interpretation of the above formula may be to consider a vector \( f_{ij} \) whose length and angle are \( |e_j|r_{loc} \) and \( \angle e_j \), respectively, and a vector \( F_i \) whose length and angle are \( F_i \) and \( \Theta_i \), respectively. Then \( F_i \) can be computed as a vector sum of \( f_{ij} \). Thus,

\[
F_i = \sum_j f_{ij}
\]

and the \( \angle e_j \) that maximizes \( S_i \) is \( \angle F_i \).
Obtain an initial edge configuration with some gradient operator
   do |
      for(each edge element $i$) |
         Compute $F_i$ at the current location and its neighbor sites.
         Move the edge to the location where $F_i$ is the largest
         Set the edge orientation to $\Theta_i$ at the new location
      } |
   } until convergence

Fig. 3. Procedure for Maximizing the Total Support.

3.2 Procedure

We propose a local and iterative procedure for obtaining the edge configuration that maximizes $S$. Because of its local nature, the procedure is not guaranteed to find the global maximum. However, it is computationally efficient, intrinsically parallel and effective in finding a near-optimum solution.

The procedure updates each edge element sequentially. For each $e_i$, $F_i$ is computed at three different locations: the current edge location and two locations that are $\epsilon$ apart from $e_i$ in the direction perpendicular to $\angle e_i$. (Figure 1(b).) The main reasons for this constrained search are the following. If the estimated edge orientation is correct, the shortest path for the edge to reach the contour is along the direction perpendicular to the edge orientation. Thus the maximization process will find the accurate contour location more quickly by moving the edge to the search direction. The search strategy also helps to maintain uniform spacing between edges on the same contour and prevents them from being attracted to those with high edge strength and colliding into a single point.

Figure 3 gives a pseudo code for this procedure. We used Nitzberg-Shiota’s gradient operator ([17]) to obtain an initial edge configuration. For each edge element, it requires 3 evaluations of $S_i$ or equivalently $F_i$. This is a significant reduction from $N_oN_t$.

The edge configuration resulting from this maximization procedure is important for determining object contours in noisy images. Our final goal is to use the resulting edge configuration to obtain high-resolution edge contours.

4 Contour Extraction

It is very useful in many vision applications to extract contours at sub-pixel accuracy. For example, an effective sub-pixel contour extraction process can aid data analysis of low-resolution data, improve visual quality of image expansion, and increase spatial accuracy of matching algorithms.

Using the contour fragments from the edge localization process, we create a boundary contour that is continuous at a high resolution. Furthermore, we want to make the contour in such a way that the grouping result is compatible to our visual perception, and the process is computationally efficient. Many edge grouping techniques have been developed so far. We found it beneficial to develop another one that is tailored to the particular information available to us for both
computational and performance reasons. Several steps are necessary to obtain the result.

First, localized edges are resampled on the new finer lattice. Assuming that we are interested in extracting contours at the resolution $\rho$ times higher in both horizontal and vertical directions than the original data, the size of the resulting contour image is $\rho \times \rho$ larger than the original. An edge, $e(x, y)$, is placed at $(\text{round}(x\rho), \text{round}(y\rho))$ of the new lattice, where $\text{round}(x)$ returns the integer closest to $x$. When multiple edges reside on the same lattice, only the edge with the largest $|e|$ is kept.

Second, edges are grouped into a contour based on proximity and continuation. Since the localization and resampling processes effectively reduce both ambiguity of edge location and the number of spurious edges, a simple perceptual organization technique works well for this task. Also, since edges are distributed very evenly along the contour after the localization process, the search can be restricted to within a small neighborhood. We found that a search distance as small as $\rho$ is often enough for our purpose.

For each edge, our grouping procedure searches in its neighborhood for two edges based on some proximity and continuation criteria. For the first pair, we choose heuristically and empirically the following quantity to measure the continuation of two edges. Denoting $e_i$ as the current edge for the grouping process and $e_j$ as a neighbor edge with which the grouping criteria is being evaluated, the continuation measure, $\mu_{ij}$, is

\[
\mu_{ij} = \cos^2(\alpha_{ij} - \angle e_i)\cos^2(\alpha_{ij} - \angle e_j).
\]  

The definition of $\alpha_{ij}$ is the same as before. Thus, the continuation measure ranges between 0 and 1. It is 1 when the orientation of each edge is either the same with $\alpha_{ij}$ or different by $\pi$. It is 0 when one of the edge is perpendicular to $\alpha_{ij}$. The measure varies smoothly between the extrema.

For the second pair, we also take the smoothness of a contour formed by the first pair and $e_j$ into consideration. Then the continuation measure for the second pair, $\hat{\mu}_{ij}$, is the product of the smoothness measure and $\mu_{ij}$.

\[
\hat{\mu}_{ij} = \sin^2(0.5 \times (\alpha_{i1} - \alpha_{ij}))\mu_{ij}
\]  

where $\alpha_{i1}$ is the slope of the line connecting the first pair. Again, the measure ranges between 0 and 1. It is 1 when three edges are collinear and point the direction of the line connecting them. It is 0 when either $\mu_{ij} = 0$ or $\alpha_{i1} = \alpha_{ij}$.

The proximity measure is incorporated into the order of the search. We first start the search in the neighborhood whose chessboard distance is 1 from the current lattice site (i.e. $\max(|i_x - j_x|, |i_y - j_y|) = 1$). If the maximum of the continuation measure in this neighborhood is above some threshold $\zeta$, then the site associated with the maximum is selected and the search stops. When no sites have continuation measure above $\zeta$, the search continues in the neighborhood at distance 2 then 3 and so on until the distance reaches over pre-defined maximum, $D$. Advantages of this strategy are, first, that the number of search to find a match is smaller than having the fixed search area and, second, that
the formulation of a ‘goodness’ measure is simplified as only the continuation measure needs to be considered. The disadvantage is that the search can miss the ‘best’ match when a decent match is detected before.

Note that the grouping process is not symmetric, i.e. $e_i$ selecting $e_j$ as a grouping pair does not guarantee $e_j$ selecting $e_i$. This asymmetric property is used to form T-junctions.

The next step is to interpolate a pair of edges to form a contour. Typically, the distance between a pair of grouped edges is small, and we found a simple first-order polynomial interpolation is visually acceptable for $4 \times 4$ expansion used in our experiments. For higher expansion rates, higher order polynomials may be required. One alternative is to use an Essentially Non-Oscillatory interpolation scheme for better preservation of corners and junctions [24]. Another possibility is to use the $F_i$ field so that the curve traces the ridge of the field. These alternatives will give smoother interpolation but are more computationally demanding.

For every grouped pair of edges, an 8-digital straight segment is drawn and lattice sites on the segment including both starting and ending edge sites are marked. Then a contour is defined as a 8-connected component of marked sites, and the contour length is defined as the number of sites contributing to the contour. For details of digital straight segments and how to draw them, see [15].

Now $F_i$ is computed at every contour point. When $F_i$ is below some threshold $\eta$, the point is removed from the contour. After the thresholding, the procedure finally removes contours whose lengths are smaller than some threshold $L$.

## 5 Experimental Results

### 5.1 Edge Localization

At low resolution, our maximization procedure effectively refines edge locations while simultaneously removing spurious edges. Figure 4 shows synthetic test images. One is without noise and the other with additive Gaussian noise. The signal to noise ratio of the noisy image is 1.5. The image size is 64 $\times$ 64 pixels. Throughout the experiments, the following set of parameters is used.

$$\beta = 0, \sigma = 0.5, \epsilon = 0.25.$$  

Figure 5 shows initial configuration of each test image. Edges are thick mainly due to 3 $\times$ 3 mask used in the Nitzberg-Shiota operator. Thus there is 3-pixel ambiguity in edge location even for the clean image.

Figure 6 shows the results of the maximization procedure. It is evident from the result of the clean image that the procedure effectively resolved the ambiguity of edge location and provided more accurate locations of the edges. For the noisy image, the procedure combined random noise edges and produced some additional patterns. However, due to the random nature of these edges, the patterns are shorter in length than those formed by actual contour edges. They also tend to contain edges whose $S_i$ is small because of high curvature at the
locations. By removing edges with $S_i$ smaller than some threshold value, random patterns are broken into even smaller pieces, and the true patterns and random patterns can be separated effectively based on the contour length.

### 5.2 Contour Extraction

The results of the contour extraction process are shown in Figure 7. Parameter values are given in the figure caption. For the clean image, the complete contour boundaries are extracted with high localization accuracy. For the noisy image, noise edges are effectively removed while most of actual boundaries are extracted. For the clean image, a larger $D$ is used to connect edges at junctions.

This contour extraction process is applied to natural images. Results are given on the right in Figure 8. The process extracted subtle features without being affected by random noise. For example, with the house image, our procedure delineated the outline of the roof more completely than other edge extraction methods.
techniques we tested. With the seagull image, our procedure extracted the pattern of the feather without picking up relatively strong random patterns in the background.

5.3 Comparison

For comparison, Canny’s edge detector ([2]) is applied to the synthetic images. The result is shown in Figure 9. The detector uses Gaussian smoothing followed by a gradient operator for detecting edges. Such a simple linear operator fails to distinguish true boundaries from random noise. As the amount of smoothing is increased, the number of spurious edges decreases and at the same time the real surface boundaries are removed as well.

Overall, the whole process of sub-pixel contour extraction on a 64x64 image expanded to 256x256 with 20 relaxation iterations took 25 seconds on a 300MHz SGI O2. Note that our code is not optimized for ease of maintenance (we implemented it in C++ using vector STL that contains large overheads in both speed and memory usage) and we believe that a significant amount of improvement on the speed can be achieved. The most computationally intensive part of the process is the relaxation, which consumed 90% of computation time.

6 Discussion

As stated in the introduction, our aim of this research is to design a reliable contour extraction system built on simple, localized, and possibly iterative processing. The motivation is to derive a neurologically feasible system from a practical perspective. In the computational vision community, much research on the contour integration problem has been approached from faithful modeling of V1 and V2 neurons with both excitatory and inhibitory connections in a recurrent fashion[14]. It is often cumbersome, however, to build a system purely in
a bottom-up fashion. Our study attempts to bridge two extremes of pure neurological and engineering approaches and give insight in the development of a neuro-morphological contour extraction system that is more faithful to the neurological structures.

In this respect, we found that the probabilistic relaxation is a suitable vehicle to describe a mathematically sound and numerically stable design of a recurrent neural network. With this view and with neural network terminology, the compatibility function provides a weight between two neurons and the projection to the PDF space represents a subsequent non-linear transform. The formulation based on the probabilistic relaxation allows us to concentrate on the algorithmic level of development rather than the network level, which can be laborious.

Another aspect of our development that closely ties with neurophysiological evidence is that the compatibility function derived in Section 2.1 resembles long-range interconnection patterns found in the V1 areas. The long-range interactions are considered to facilitate the contour integration process. Association field by Field et al. [4] and the oscillatory intracortical network by Li [14] are models of this neural structures for the contour integration process. Although our formulation is derived empirically and heuristically and is not grounded to any physiological data, it can be replaced with other models without any further changes in its procedure. Our model has only two free parameters, thus it is simpler to implement and adjust than the above models.

Our technique varies from other field based contour integration techniques, in particular works by Elder and Zucker[3], Guy and Medioni [5], Shashua and Ullman[23], and Williams[26]. These techniques use the field representation to measure the saliency of features while ours actively reconfigures the edges by the probabilistic relaxation process. our active reconfiguration process tends to increase the saliency of structured patterns more than random ones, resulting in clearer separation of two types of patterns. The mechanism of the reconfiguration process is similar to the recurrent excitation and inhibition of the V1 cells and

Fig. 7. Result of Contour Detection. Contour detection is applied on 64x64 synthetic images at the 256x256 resolution. The following set of parameters is used. Left: $\zeta = 0.5, D = 10, \eta = 1.0, L = 75$ Right: $\zeta = 0.5, D = 4, \eta = 1.0, L = 75$. 
has effects on contour enhancement and texture suppression. [12] Our success in separating patterns reinforces Lee’s proposed mechanism.

The research on detecting edges at sub-pixel accuracy under noisy condition dates back to Hueckel’s work [7]. Typically, edge locations are estimated in the continuous domain based on theoretical modeling of image formation and edge detection processes. Noise is often handled either by explicit thresholding on the strength of edges or implicit smoothing by interpolation functions. Similarly, our technique employs image formation and edge models that are captured in the compatibility function. However, instead of applying thresholding or smoothing, it delays handling noise until edges are reconfigured based on the relaxation process. The process is effective in isolating noise edges from actual object boundaries as seen in Figure 6, and it becomes easier to separate them by simple heuristical rules as demonstrated in Figure 7.

It is not clear at this point if a localization process similar to the one described here is taking place in the visual cortex. However, as suggested by the visual hyperacuity, some sub-pixel measure of spatial offsets is a part of the cortical
Fig. 9. Result of Canny Edge Detection. Canny edge detection is applied on synthetic images of 4 at the 256x256 resolution. The original 64x64 images are expanded using bi-linear interpolation prior to the edge detection operation.

processing. More study is necessary on both neurological and computational science to reach the conclusion.

7 Conclusion

The paper described a feature extraction process using unambiguous probabilistic relaxation to conduct local pattern analysis of an image. Through local iterative interactions controlled by the relaxation process, globally consistent patterns emerge at sub-pixel accuracy while noise is suppressed to form less consistent patterns. By post-processing the patterns based on the consistency measure derived from the support function, features can be separated from noise. Our formulation of the compatibility function allows efficient relaxation process requiring only 3 evaluations of the support function for each edge per iteration.

We developed a contour extraction procedure on a super-resolution lattice based on the relaxation result and a perceptual organization technique. The effectiveness of the procedure is demonstrated on both synthetic and natural images. Comparison with Canny operator shows superior performance of our technique in terms of noise robustness and localization accuracy.
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Abstract. We propose two variational models for supervised classification
of multispectral data. Both models take into account contour and region
information by minimizing a functional compound of a data term (2D surface
integral) taking into account the observation data and knowledge on the classes,
and a regularization term (1D length integral) minimizing the length of the interfaces
between regions. This is a free discontinuity problem and we have proposed
two different ways to reach such a minimum, one using a $\Gamma$-convergence
approach and the other using a level set approach to model contours and regions.
Both methods have been previously developed in the case of monospectral
observations. Multispectral techniques allow to take into account
information of several spectral bands of satellite or aerial sensors. The
goal of this paper is to present the extension of both variational classification
methods to multispectral data. We show an application on real
data from SPOT (XS mode) satellite for which we have a ground truth.
Our results are also compared to results obtained by using a hierarchical
stochastic model.

Key-words: classification, multispectral images, $\Gamma$-convergence, level-
set methods, active regions, active contours.

1 Introduction

Variational approaches and Partial Differential Equation (PDE) models have
shown to be efficient for a wide variety of image processing problems such as
restoration and edge detection \cite{1,10,20,21,22}, or shape segmentation with active
contours \cite{8,16,19}. Nevertheless, the notion of classification, which consists
of assigning a label to each site of an image to produce a partition of the image

* this work has been conducted in relation with the GdR-PRC ISIS research group
(http://www.isis.enst.fr)
into homogeneous labelled areas, has rarely been introduced in a variational formulation (continuous models) mainly because the notion of class has a discrete nature. The classification problem concerns many applications as, for instance, land use management in remote sensing. Many classification models can be found in stochastic approaches (discrete models), with the use of Markov Random Field (MRF) theory as for instance in [4,7,12,17]. Structural approaches such as splitting, merging and region growing models [23], and few other models such as a combination of statistical and deterministic techniques [31,35] have also been developed for image classification. But, to our knowledge, very few research works have been conducted in the field of classification by the use of variational models. Our goal is to built a functional whose minimum defines a regular classification of the observation, the classes being known (supervised classification). The regularity is obtained by minimizing the length of the discontinuities of the solution, i.e. the length of the region boundaries of the classified image. The classification problem is then a free discontinuity problem in the sense that the main difficulty is to capture information on regions (2D data term) and their contours (1D discontinuities: regularization term). To reach that goal, two methods have been developed for monospectral data [27,26]. One is based on $\Gamma$-convergence results, firstly derived for fluid mechanic problems. The second one uses level set approach to model the regions and contours of each class.

Usually for real multiband applications, as for instance SPOT data in XS mode composed of three images of the same scene with different wave lengths, are used for classification purpose. In this work, we propose an extension of both models to multiband data, taking into account coupled information from these bands. After setting the classification hypotheses and some notations, we state the properties of the solution we are looking for, and formalize the classification problem through the minimization of a functional. Depending on the variable we use to model a classified image, we obtain two different functionals. The minimum of both functionals being impossible to reach directly (by a gradient descent for example), we propose, as in the monospectral case, approximate functionals to reach the minima. Results are finally given on satellite images and compared with those obtain by using a hierarchical stochastic model, recently proposed in [11].

2 Problem Statement

2.1 Hypothesis and Notation

The considered problem is based on partitioning the image into different areas (i.e. different classes), each area being characterized by a feature. The feature criterion we are interested in is the spatial distribution of the intensity. Of course, other discriminant features than intensity can be used by considering suitable parameters (texture parameters for example). Within this framework, a class is characterized by parameters of the spatial distribution of intensity, i.e. the
mean and standard deviation for Gaussian hypothesis (covariance matrix in the multispectral data case). This work takes place in the general framework of supervised classification which means that the number and the parameters of the classes are known. These values are either given by an expert or are pre-computed by a fuzzy C-means algorithm with an entropy term (see [18] for instance).

**General notation:** $\Omega$ is an open bounded subset of $\mathbb{R}^2$. Observed data are represented by the function $I : \Omega \to \mathbb{R}$ for the monospectral case and $I : \Omega \to \mathbb{R}^P$, that is $I = [I^1, ..., I^P]^T$ for the multispectral case. $P$ is the number of bands. We assume $I \in L^2(\Omega, \mathbb{R}^P)$.

**Classification notation:** $K$ is the number of classes. We assume that the number $K$ is the same in each band, each one representing the same scene in different spectral domains. The $K$ classes are characterized by Gaussian parameters as follows:

$$\mu_i = \{\mu_i^p\}_{p=1}^P$$ and $\Sigma_i$ for $i = 1, ..., K$.

$\mu_i$ is the mean vector of the $i^{th}$ class, containing the mean for each band $p$, and $\Sigma_i$ is the $P \times P$ covariance matrix defined by $\Sigma_i^{mn} = \text{cov}(I^m(x), I^n(x))$, $x$ in class $i$. $\Sigma_i^{pp}$ is the variance associated to the class $i$ for the band $p$. This matrix represents a measure of the correlation between bands. A diagonal matrix $\Sigma_i$ means that for the class $i$, information in the different bands is totally decorrelated.

### 2.2 Variational Problem Formulation

As we assume that the repartition of the observed intensity has a Gaussian distribution within each classes, we have chosen to represent each class by its mean (variances will be take into account later in the algorithms). So the label of a class will be its mean in such a way the value of the classes constitutes an approximation of the observed data $I$ (in the $L^2$ norm sense). Therefore our goal is to find an image $\tilde{f}$ such that $\tilde{f}(x) = \sum_{i=1}^K \chi_{\Omega_i}(x) \mu_i$ where $\Omega_i$ is the set of pixels in class $i$ and where the family $(\Omega_i)_{i=1..K}$ forms a partition of $\Omega$. $\tilde{f}$ must be close to the observation $I$ in the $L^2$ norm sense. A third condition is added in order to get a regular solution: $\tilde{f}$ should have minimal length discontinuity curves, or equivalently $(\Omega_i)_{i=1..K}$ should have minimal length interfaces.

In order to define a solution in a variational approach, we define a functional which the minimum has the desired properties. The unknown solution can be modeled either by using a function $f : \Omega \to \mathbb{R}^P$ such that at the infimum $f$ takes its values in the set $\mu_i, i = 1..K$, or by using sets $(\Omega_i)_{i=1..K}$ such that $\Omega_i = \{x \in \Omega, x \text{ is in class } i\}$, and $(\Omega_i)_{i=1..K}$ form a partition of $\Omega$. In the first approach, the functional is defined as

$$J(f) = \int_\Omega \left| f(x) - I(x) \right|^2_{\mathbb{R}^P} dx + \mathcal{H}^1(Sf)$$

and $f(x) \in \{\mu_1, .. \mu_K\}, \forall x \in \Omega$. (1)
$|.|_{\mathbb{R}^p}$ being a norm in $\mathbb{R}^P$. $\mathcal{H}^1$ denotes the 1D-Hausdorff measure and $S_f$ is the set of jumps of $f$ (which identifies to the set of discontinuities of $f$ up to a $\mathcal{H}^1$-negligible set), see [13].

In the second approach, the functional is defined as

$$J(\Omega_1,..,\Omega_K) = \sum_{i=1}^{K} \int_{\Omega_i} [I - \mu_i]^T \Sigma_i^{-1} [I - \mu_i] dx + \sum_{i=1}^{K} |\Gamma_i|$$

where $\Gamma_i = \partial \Omega_i \cap \Omega$. $|\Gamma_i| = \mathcal{H}^1(\Gamma_i)$ is the one-dimensional measure of Hausdorff of the set $\Gamma_i$.

Despite of the fact that the covariance matrix $\Sigma_i$ is not taken into account in the expression of $J(f)$ in (1) (it will be introduce later), both functionals $J(f)$ in (1) and $J(\Omega_1,..,\Omega_K)$ in (2) define same constraints on the solution. Minimizing (1) w.r.t $f$ or (2) w.r.t $\Omega_i$ is a difficult task since the functionals involve terms of different nature (1D versus 2D terms) and the unknown in (2) are sets and not functions. For each case and for monospectral data, we have developed a method that overcome this difficulty (see [27] and [26]). We present here the methods for multispectral data.

### 3 Classification with Restoration

Computing a minimum for the functional (1) is difficult due to the presence of 1D regularization term which acts on the discontinuity set of the unknown variable $f$. Based on mathematical results of $l^r$-convergence for fluid mechanic, we have proposed in [27] to minimize a sequence of functionals. The extension to multispectral data give the following sequence of functionals

$$J_\varepsilon(f) = \int_{\Omega} \left| f(x) - I(x) \right|^2_{\mathbb{R}^p} dx + \varepsilon \lambda^2 \int_{\Omega} \varphi(|\nabla f(x)|_{\mathbb{R}^p}) dx + \frac{\eta^2}{\varepsilon} \int_{\Omega} W(f(x)) dx,$$

and the associated problem consists in finding $f_0$ such as:

$$f_0 = \lim_{\varepsilon \to 0^+} \left[ \arg \min_{f} J_\varepsilon(f) \right].$$

The parameters $\lambda$ and $\eta$ are fixed, $\varepsilon$ varies. Let us first consider the functional with a fixed $\varepsilon$. The first two terms of (3) are standard for noisy image restoration by anisotropic regularization [10,21]. Function $\varphi$ is a smoothing function that will be defined later.

The third term of (3) is a level constraint such that $W : \mathbb{R}^P \to \mathbb{R}^+$ attracts the values of $f(x)$ towards the means $\mu_i$ of classes $i$, taking into account the
covariance $\Sigma_i$. $W$ has $K$ minima for the values $\mu_i$ such that $W(\mu_i) = 0$, $\forall i$. $W$ is quadratic in $\mathbb{R}^P$ around each minima (from the Gaussian distribution hypothesis), as illustrated on Figure 1. $W$ is defined by

$$W(f(x)) = \min_{i=1,...,K} [f(x) - \mu_i]^T \Sigma_i^{-1} [f(x) - \mu_i]$$

where $\Sigma_i^{-1}$ is the inverse of the covariance matrix. We can remark that such a $W$ potential is not differentiable at the junction points of the multidimensional parabola. We have not noticed, in the experiences conducted till now, instabilities which could be due to this non differentiability points. However, it should be interesting to construct smoother potential $W$ by building $C^1(\mathbb{R}^P)$ junctions.

Consider a sequence of criteria $J_\varepsilon$ when $\varepsilon \to 0$ is inspired from works conducted in the Van der Waals-Cahn-Hilliard theory framework for phase transitions in fluid mechanic [2,29].

The minimization problem (4) relies upon $\Gamma$-convergence arguments [2,29]. If $\varphi(t) = t^2$, then we can show from [2] that the sequence of functionals (3) $\Gamma$-converges to

$$\begin{cases}
J_0(f) = \sum_{i=1}^{K} \int_{\Omega_i} |\mu_i - I|_{\mathbb{R}^P}^2 dx + \lambda \sum_{i,j=1}^{K} d(\mu_i, \mu_j) H^1(\Gamma_{ij}) \\
\text{if } f \in BV(\Omega), \quad \text{and } W(f(x)) = 0 \text{ a.e.}
\end{cases}$$

$$J_0(f) = +\infty, \quad \text{otherwise}$$

where $\Gamma_{ij}$ is the interface between regions $\Omega_i$ and $\Omega_j$ and $BV(\Omega)$ is the space of functions of bounded variation [13]. The distance $d$ is defined by:

$$d(\mu_i, \mu_j) = \inf_g \left\{ \int_0^1 \sqrt{W(g(s))} |g'(s)| \, ds : \, g \in C^1([0;1], \mathbb{R}^P) \right\}$$

$$\text{and } g > 0, \, g(0) = \mu_i, \, g(1) = \mu_j$$

From the $\Gamma$-convergence theory we know that the sequence of minimizers $f_\varepsilon$ of $J_\varepsilon(f)$ converges (up to a subsequence) to a minimizer of $J_0$. Moreover, $f_0$ has the form
\[ f_0(x) = \sum_{i=1}^{K} \mu_i \chi_{\Omega_i}(x) \]  

(8)

where \( \chi_{\Omega_i} \) is the characteristic function of \( \Omega_i \). So \( f_0 \) defines a partition of \( \Omega \) according to the predefined classes, with minimal interfaces with respect to the weighted length (7). Notice that we have not exactly reached the desired minimum of (1) since the regularization term is a weighted distance in \( J_0(f) \).

From the numerical point of view, when \( \varepsilon \) varies, the functional turns from a restoration process (the third term in (3) is negligible) into a classification process.

We have used an edge-preserving regularizing function \( \varphi(t) = \frac{t^2}{1+t^2} \) because it numerically gives better results, by preserving high gradients which represent edges [10]. The theoretical justification of the \( I^* \)-limit using this function rather the quadratic one is under consideration.

For the numerical minimization of \( J_\varepsilon \) for a fixed \( \varepsilon \), we use the half-quadratic decomposition of functions \( \varphi \) as in [10,15], in order to avoid nonlinearity in the Euler-Lagrange equations associated to the minimization of (3). By introducing an auxiliary variable \( b : \mathbb{R}^2 \to \mathbb{R} \), the minimization of (3) is replaced by the minimization of \( J_\varepsilon^*(f,b) \) with respect to \( (f,b) \), with:

\[
J_\varepsilon^*(f,b) = \int_{\Omega} \left| f(x) - I(x) \right|_{\mathbb{R}^P}^2 \, dx + \varepsilon \lambda^2 \int_{\Omega} \left[ b(x) |\nabla f(x)|^2_{\mathbb{R}^P} + \psi(b(x)) \right] \, dx \\
+ \frac{\eta^2}{\varepsilon} \int_{\Omega} W(f(x)) \, dx,
\]

(9)

where \( \psi \) is a convex function with respect to \( b \), defined from \( \varphi \). Then for each fixed \( \varepsilon \) value, we solve alternately the Euler-Lagrange equations

\[
\begin{cases}
  b = \psi^{-1}( - |\nabla f|_{\mathbb{R}^P} ) \\
  f - \lambda^2 \varepsilon div( b \nabla f ) + \frac{\eta^2}{2\varepsilon} W'(f) = I,
\end{cases}
\]

(10)

For each \( \varepsilon \) a solution is computed, which is used to initialize the system (10) for a new value of \( \varepsilon \).

**Remark on the calculus of \( |\nabla f|_{\mathbb{R}^P} \)**

In order to use inter-band informations for the restoration process, we can replace in equations (10) the divergence term \( div( b \nabla f ) \) by \( div(\sqrt{\lambda_+ - \lambda_-} \theta_+) \) where \( \lambda_+ \) and \( \lambda_- \) are respectively the highest and the lowest eigenvalues of the first fundamental form matrix of \( f \), and \( \theta_+ \) is the eigenvector associated to \( \lambda_+ \), that is the direction of the highest slope. This gives an anisotropic smoothing of \( f \) along the direction of highest variation. Such smoothing has been first introduced in [33], and also used in [6,28,32].
4 Classification by a Dynamical Model

In the second approach, the unknown variables are the sets \( \{ \Omega_i \}_{i=1}^{K} \) and the classification problem is stated as a partitioning problem according to the predefined classes. Let \( \Omega_i \) be the region defined as

\[
\Omega_i = \{ x \in \Omega / x \text{ belongs to the } i^{th} \text{ class} \}.
\]

A partitioning of \( \Omega \) consists of finding a set \( \{ \Omega_i \}_{i=1}^{K} \) such that

\[
\Omega = \bigcup_{i=1}^{K} \left( \Omega_i \cup \Gamma_i \right) \quad \text{and} \quad \Omega_i \cap \Omega_j = \emptyset.
\]

where \( \Gamma_i = \partial \Omega_i \cap \Omega \). The interface between \( \Omega_i \) and \( \Omega_j \) is denoted by \( \Gamma_{ij} = \Gamma_{ji} = \Gamma_i \cap \Gamma_j \), \( \forall i \neq j \). We have \( \Gamma_i = \bigcup_{j \neq i} \Gamma_{ij} \). \( |\Gamma_i| = \mathcal{H}^1(\Gamma_i) \) is the one-dimensional measure of Hausdorff of the set \( \Gamma_i \) satisfying

\[
|\Gamma_i| = \sum_{j \neq i} |\Gamma_{ij}| \quad \text{with} \quad |\emptyset| = 0.
\]

We are looking for sets \( \Omega_i \) such that \( \{ \Omega_i \}_{i=1}^{K} \) is a partition of \( \Omega \), and such that the \( \Omega_i \)'s define a classification of the observed data \( I \), taking into account the gaussian distribution property of the classes (data term). We also impose that the partition is regular in the sense that the sum of the length of interfaces \( \Gamma_{ij} \) is minimum. The functional to minimize is then the one proposed in (2).

In order to change the minimization problem w.r.t the sets \( \Omega_i \) into a minimization problem w.r.t. functions, we have proposed to use level set method (see [26] for the monospectral data case). Let \( \Phi_i : \Omega \rightarrow \mathbb{R} \) be a Lipschitz function associated to the region \( \Omega_i \) such that \( \Phi_i(x) > 0 \) if \( x \in \Omega_i \), \( \Phi_i(x) = 0 \) if \( x \in \Gamma_i \) and \( \Phi_i(x) < 0 \) otherwise.

Thus, the region \( \Omega_i \) is entirely described by the function \( \Phi_i \); the resulting model proposed in [26] is inspired from the work of Zhao et al. about multiphase evolution [34], and takes place in the general framework of active contours [8,9,16,19] for region segmentation [24,35]. For the multispectral data, we propose to minimize

\[
F_\alpha(\Phi_1, \ldots, \Phi_K) = \sum_{i=1}^{K} e_i \int_{\Omega} H_\alpha(\Phi_i)[I - \mu_i]^T \Sigma_i^{-1} [I - \mu_i] dx
\]

\[
\quad + \sum_{i=1}^{K} \gamma_i \int_{\Omega} \delta_\alpha(\Phi_i) |\nabla \Phi_i| dx + \frac{\lambda}{2} \int_{\Omega} \left( \sum_{i=1}^{K} H_\alpha(\Phi_i) - 1 \right)^2 dx
\]

where \( H_\alpha \) and \( \delta_\alpha \) are smooth approximations of respectively the Heaviside function \( H \) and the Dirac \( \delta \) distribution. The parameters \( e_i, \gamma_i \) and \( \lambda \) are positive
real fixed numbers. The partition constraint is introduced thanks to the third term in (14). As \( \alpha \to 0^+ \), this term penalizes the formation of vacuum (pixels with no label) and regions overlapping (pixels with more than one label).

By using the coarea formula, we show that [26]

\[
\lim_{\alpha \to 0} \int_\Omega \delta_\alpha(\Phi_i(x))|\nabla \Phi_i(x)|dx = |\Gamma_i|.
\]

The limiting functional, when \( \alpha \to 0 \), is:

\[
F_0(\Phi_1, ..., \Phi_K) = \sum_{i=1}^K e_i \int_{\Omega_i} [I - \mu_i]^T \Sigma_i^{-1} [I - \mu_i] dx \quad \text{data term}
\]

\[
+ \sum_{i=1}^K \gamma_i |\Gamma_i| \quad \text{minimization of contour length}
\]

\[
+ \frac{\lambda}{2} \int_\Omega \left( \sum_{i=1}^K H(\Phi_i) - 1 \right)^2 dx \quad \text{partition constraint (cond. A)}
\]

As \( \alpha \to 0^+ \), the solution set \( \{\Phi_i\}_i \), minimizing \( F_\alpha(\Phi_1, ..., \Phi_K) \), if it exists, defines a classification compound of homogeneous classes (the so-called \( \Omega_i \) phases) separated by regularized interfaces, as defined in (2).

Based on numerical results, we have introduced a weighted length term, in order to get improved results. Let \( g : \mathbb{R} \to \mathbb{R}^+ \) defined by \( g(|\nabla I|) = \frac{1}{1 + |\nabla I(x)|^\alpha} \), so that it vanishes around high gradients of \( I \). This a standard stopping function used in active contours. This stopping function is introduced in the length term in order to enforce the contours of the classification to be stopped around the high gradients of the data \( I \). The functional we minimize is then

\[
F_\alpha(\Phi_1, ..., \Phi_K) = \sum_{i=1}^K e_i \int_\Omega H_\alpha(\Phi_i)[I - \mu_i]^T \Sigma_i^{-1}[I - \mu_i] dx \quad \text{multispectral data term}
\]

\[
+ \sum_{i=1}^K \gamma_i \int_\Omega g(|\nabla I|)\delta_\alpha(\Phi_i)|\nabla \Phi_i| dx \quad \text{minimization of contour weighted length}
\]

\[
+ \frac{\lambda}{2} \int_\Omega \left( \sum_{i=1}^K H_\alpha(\Phi_i) - 1 \right)^2 dx \quad \text{partition constraint}
\]

To minimize the functional (16), we derive the \( K \) Euler-Lagrange equations with respect to the \( K \) functions \( \Phi_i \). These equations are embedded in a dynamical scheme, where the variable \( t \) is the time parameter:

\[
\Phi_i^{t+1} = \Phi_i^t - dt \left\{ \delta_\alpha(\Phi_i^t) \left[ e_i [I - \mu_i]^T \Sigma_i^{-1} [I - \mu_i] - \gamma_i g(|\nabla I|) \text{div} \left( \frac{\nabla \Phi_i^t}{|\nabla \Phi_i^t|} \right) \right] - \gamma_i \frac{\nabla g(\nabla \Phi_i^t) \nabla \Phi_i^t}{|\nabla \Phi_i^t|^2} + \lambda \left( \sum_{j=1}^K H_\alpha(\Phi_j^t) - 1 \right) \right\}
\]  

(17)
Fig. 2. SPOT Multispectral data (XS3 band) of Lannion bay (August 1997) after histogram equalization.

The $K$ PDEs are coupled through the partition term $\left(\sum_{j=1}^{K} H_{\alpha}(\Phi_{j}^t) - 1\right)$. The evolution of each $\Phi_{i}$ is guided by three different forces constraining the solution to be a regular partition of $\Omega$ according to the classification of the data. The functions $\Phi_{i}$ are defined as signed distance functions to the zero level set. In order to preserve the constraint $|\nabla \Phi_{i}| = 1$ (cf. [3,14]) during the algorithm, the functions $\Phi_{i}$ are regularly updated by using the PDE proposed by Sussman et al. [30]: $\frac{\partial \Phi_{i}}{\partial t} = \text{sign}(\Phi_{i})(1 - |\nabla \Phi_{i}|)$.

The parameters are tuned by trial and error according to the dimension and morphology of the regions (for the weights of the length term), and according to the noise (for the weights of the data term). The functions $\Phi_{i}$ are automatically initialized by dividing the image support $\Omega$ into $N_W$ windows $W_{n,n=1..N_W}$ with a fixed size. In each window, we compute the mean $m_{n}$ and the standard deviation $\sigma_{n}$ and we search for the nearest class, that is the $k$ index such that $k = \text{arg min}_{j} d_B(N_{(m_{n},\sigma_{n})},N_{(\mu_{j},\sigma_{j})})$, where $d_B$ is the Bhattacharyya distance [5] which allows to measure the distance between two Gaussian distributions. We do not take into account the correlation between bands for this initialization. Let us remark that the smallest object which could be detected is linked to the size of the initial windows $W_{n}$.

5 Results on SPOT Data

We present some results on SPOT data of Lannion Bay in France (see Figure 2) provided from SPOTIMAGE. These data have been used to study and measure
Table 1. For each class: number of mis classified pixels and rate of success according to the algorithm. Last line is the total of pixels used for the ground truth (GT).

<table>
<thead>
<tr>
<th>CLASSES</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV</td>
<td>16 (96%)</td>
<td>77 (76%)</td>
<td>119 (63%)</td>
<td>1 (93%)</td>
<td>54 (49%)</td>
<td>182 (4%)</td>
<td>5 (0%)</td>
<td>58 (56%)</td>
<td>512 (65%)</td>
</tr>
<tr>
<td>ICM-N0</td>
<td>16 (96%)</td>
<td>73 (77%)</td>
<td>103 (68%)</td>
<td>1 (93%)</td>
<td>50 (53%)</td>
<td>189 (1%)</td>
<td>5 (0%)</td>
<td>61 (54%)</td>
<td>498 (66%)</td>
</tr>
<tr>
<td>H-MAP</td>
<td>16 (96%)</td>
<td>76 (76%)</td>
<td>63 (81%)</td>
<td>1 (93%)</td>
<td>41 (61%)</td>
<td>177 (7%)</td>
<td>5 (0%)</td>
<td>54 (59%)</td>
<td>433 (71%)</td>
</tr>
<tr>
<td>M1</td>
<td>0 (100%)</td>
<td>79 (75%)</td>
<td>93 (71%)</td>
<td>2 (86%)</td>
<td>52 (51%)</td>
<td>146 (23%)</td>
<td>4 (20%)</td>
<td>44 (67%)</td>
<td>421 (71%)</td>
</tr>
<tr>
<td>M2</td>
<td>0 (100%)</td>
<td>105 (67%)</td>
<td>101 (69%)</td>
<td>9 (36%)</td>
<td>41 (61%)</td>
<td>160 (16%)</td>
<td>5 (0%)</td>
<td>19 (86%)</td>
<td>440 (70%)</td>
</tr>
</tbody>
</table>

For each class: number of mis classified pixels and rate of success according to the algorithm. Last line is the total of pixels used for the ground truth (GT).

6 Comments and Conclusion

By visualizing images on Figure 3, we can see that the ML estimator (classification without restoration) results in a noisy image with a lot of small regions which give nonhomogeneous areas. On the contrary, the visually smoothest result is the one given by applying (M2). This is mainly due to the initialization.

We thank the VISTA research group to have so kindly let these data be available for comparison with our methods.
process where the regions are initialized on windows of $5 \times 5$ pixels, limiting the spatial resolution of the model. This is not due to the regularization term (length minimization) because we have some points with high curvature. On (H-MAP) image, we note that contours are mainly horizontal and vertical because of the first order Markov random field (Potts model) used in this approach [11].

Looking at the numerical results in Table 1, the first remark is that classes 4 and 7 are not significant because the number of pixels in the ground truth is too small (14 and 5 respectively). The second remark is that we have mixed classes between classes 5 and 6, which probably explain the bad results obtained for these classes. For the class 3 (urban aeras), we should have taken into account texture parameters rather than grey level values for the classification. It seems that the hierarchical model (H-MAP) is more robust with respect to this bad
modeling. Model (M2) gives smaller performance for class 2 mainly because it is compound of small regions which are not caught at the initialization procedure (5 × 5 pixel windows). This model however gives better results for class 8.

It is difficult to give a general conclusion with respect to the use of these different approaches for classification. Firstly, the number of pixels for the ground truth is too small to analyse results. Notice that the selected areas for estimating the class parameters (different from the previous ones) are sufficient. Secondly, we should also need the evaluation of experts on the final classified images. Thirdly, we should also take into account the computational time for the comparison (for more details see [25]).
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Abstract. After [10,15,12,2,4] minimum cut/maximum flow algorithms on graphs emerged as an increasingly useful tool for exact or approximate energy minimization in low-level vision. The combinatorial optimization literature provides many min-cut/max-flow algorithms with different polynomial time complexity. Their practical efficiency, however, has to date been studied mainly outside the scope of computer vision. The goal of this paper is to provide an experimental comparison of the efficiency of min-cut/max flow algorithms for energy minimization in vision. We compare the running times of several standard algorithms, as well as a new algorithm that we have recently developed. The algorithms we study include both Goldberg-style “push-relabel” methods and algorithms based on Ford-Fulkerson style augmenting paths. We benchmark these algorithms on a number of typical graphs in the contexts of image restoration, stereo, and interactive segmentation. In many cases our new algorithm works several times faster than any of the other methods making near real-time performance possible.

1 Introduction

Greig et. al. [10] were first to discover that powerful min-cut/max-flow algorithms from combinatorial optimization can be used to minimize certain important energy functions in vision. The energies addressed by Greig et. al. and by most later graph based methods (e.g. [15,12,2,11,4,1,18,13,16,17,3,14]) can be represented as a posterior energy in MAP-MRF\textsuperscript{1} framework:

\[
E(L) = \sum_{p \in \mathcal{P}} D_p(L_p) + \sum_{(p,q) \in \mathcal{N}} V_{p,q}(L_p, L_q),
\]

where \(L = \{L_p \mid p \in \mathcal{P}\}\) is a labeling of image \(\mathcal{P}\), \(D_p(\cdot)\) is a data penalty function, \(V_{p,q}\) is an interaction potential, and \(\mathcal{N}\) is a set of all pairs of neighboring pixels. Papers above show that, to date, graph based energy minimization methods provide arguably the most accurate solutions for the specified applications.

\textsuperscript{1} MAP-MRF stands for Maximum A Posterior estimation of a Markov Random Field.
Greig et.al. constructed a two terminal graph such that the minimum cost cut of the graph gives a globally optimal binary labeling $L$ in case of the Potts model of interaction in (1). Previously, exact minimization of energies like (1) was not possible and such energies were approached mainly with iterative algorithms like simulated annealing. In fact, Greig et.al. used their result to show that in practice simulated annealing reaches solutions very far from the global minimum even in very simple image restoration examples.

Unfortunately, the result of Greig et.al. remained unnoticed for almost 10 years mainly because the binary labeling limitation looked too restrictive. In the late 90’s new computer vision techniques appeared that used min-cut/max-flow algorithms on graphs. [15] was the first to use these algorithms to compute multicamera stereo. Later, [12,2] showed that with the right edge weights on a similar to [15] graph one can minimize the energy in (1) for linear interaction penalties. The exact minimum could be computed when there are more than two labels. The results in [2,4] showed that iteratively running min-cut/max-flow algorithms on appropriate graphs can be used to find provably good approximate solutions for even more general multi-label case when interaction penalties are metrics.

A growing number of publications in vision use graph based energy minimization techniques for applications like image segmentation [12,18,13,3], restoration [10], stereo [15,2,11,14], shape reconstruction [16], object recognition [1], augmented reality [17], and others. The graphs corresponding to these applications are usually huge 2D or 3D grids, and min-cut/max-flow algorithm efficiency is an issue that can not be ignored.

The goal of this paper is to compare experimentally the speed of several min-cut/max-flow algorithms on graphs typical for applications in vision. In Section 2 we provide basic facts about graphs, min-cut and max-flow problems, and some standard combinatorial optimization algorithms for them. Section 3 introduces a new min-cut/max-flow algorithm that we developed while working with graphs in vision. In Section 4 we tested our new algorithm and three standard min-cut/max-flow algorithms: H_PRF and Q_PRF versions of Goldberg-style “push-relabel” method [9,5], and the Dinic algorithm [7]. We selected several examples in image restoration, stereo, and segmentation where different forms of energy (1) are minimized via graph structures originally described in [10,12,2,4,14,3]. Such (or very similar) graphs are used in all computer vision papers known to us that use graph cut algorithms. In many interesting cases our new algorithm was significantly faster than the standard min-cut/max-flow techniques from combinatorial optimization. More detailed conclusions are presented in Section 5.

2 Background on Graphs

In this section we review some basic facts about graphs in the context of energy minimization methods in vision. A graph $G = (V,E)$ consists of a set of nodes $V$ and a set of directed edges $E$ that connect them. Usually the nodes correspond to pixels, voxels, or other features. A graph normally contains some additional special nodes that are called terminals. In the context of vision, terminals cor-
respond to the set of labels that can be assigned to pixels. We will concentrate on the case of graphs with two terminals. Then the terminals are usually called the source, $s$, and the sink, $t$. In Figure 1(a) we show a simple example of a two terminal graph (due to Greig et al. [10]) that can be used to minimize the Potts case of energy (1) on a $3 \times 3$ image with two labels. There is some variation in the structure of graphs used in other energy minimization methods in vision. However, most of them are based on regular 2D or 3D grid graphs as the one in Figure 1(a). This is a simple consequence of the fact that normal images (or volume data) in vision have grid-like structures.

All edges in the graph are assigned some weight or cost. A cost of a directed edge $(p, q)$ may differ from the cost of the reverse edge $(q, p)$. Normally, there are two types of edges in the graph: n-links and t-links. N-links connect pairs of neighboring pixels or voxels. Thus, they represent a neighborhood system in the image. Cost of n-links corresponds to a penalty for discontinuity between the pixels. These costs are usually derived from the pixel interaction term $V_{p,q}$ in energy (1). T-links connect pixels with terminals (labels). The cost of a t-link connecting a pixel and a terminal corresponds to a penalty for assigning the corresponding label to the pixel. This cost is normally derived from the data term $D_p$ in the energy function (1).

2.1 Min-cut and Max-flow Problems

An $s/t$ cut (or just a cut) $C$ on a graph with two terminals is a partitioning of the nodes in the graph into two disjoint subsets $S$ and $T$ such that the source $s$ is in $S$ and the sink $t$ is in $T$. Figure 1(b) shows one example of a cut. In combinatorial optimization the cost of a cut $C = \{S, T\}$ is defined as the sum of the costs of “boundary” edges $(p, q)$ where $p \in S$ and $q \in T$. The minimum cut problem on a graph is to find a cut that has the minimum cost among all cuts.

One of the fundamental results in combinatorial optimization is that the minimum $s/t$ cut problem can be solved by finding a maximum flow from the source $s$ to the sink $t$. Loosely speaking, maximum flow is the maximum “amount
of water” that can be sent from the source to the sink by interpreting graph edges as directed “pipes” with capacities equal to edge weights. The theorem of Ford and Fulkerson [8] states that a maximum flow from \( s \) to \( t \) saturates a set of edges in the graph dividing the nodes into two disjoint sets \( \{S, T\} \) corresponding to a minimum cut. Thus, min-cut and max-flow problems are equivalent. In fact, the maximum flow value is equal to the cost of the minimum cut.

We can also intuitively show how min-cut (or max-flow) on a graph may help with energy minimization over image labelings. Consider an example in Figure 1. The graph corresponds to a \( 3 \times 3 \) image. Any \( s/t \) cut partitions the nodes into disjoint groups each containing exactly one terminal. Therefore, any cut corresponds to some assignment of pixels (nodes) to labels (terminals). If edge weights are appropriately set based on parameters of an energy, a minimum cost cut will correspond to a labeling with the minimum value of this energy.\(^2\)

2.2 Standard Algorithms in Combinatorial Optimization

An important fact in combinatorial optimization is that there are polynomial algorithms for min-cut/max-flow problems on graphs with two terminals. These algorithms can be divided into two main groups: Goldberg-style “push-relabel” methods and algorithms based on Ford-Fulkerson style augmenting paths.

Standard augmenting paths based algorithms, such as Dinic algorithm, work by pushing flow along non-saturated paths from the source to the sink until the maximum flow in the graph \( G \) is reached. A typical augmenting path algorithm stores information about the distribution of the current \( s \rightarrow t \) flow \( f \) among the edges of \( G \) using a residual graph \( G_f \). The topology of \( G_f \) is identical to \( G \) but capacity of an edge in \( G_f \) reflects the residual capacity of the same edge in \( G \) given the amount of flow already in the edge. At the initialization there is no flow from the source to the sink \((f=0)\) and edge capacities in the residual graph \( G_0 \) are equal to the original capacities in \( G \). At each new iteration the algorithm finds the shortest \( s \rightarrow t \) path along non-saturated edges of the residual graph. If a path is found then the algorithm augments it by pushing the maximum possible flow \( df \) that saturates at least one of the edges in the path. The residual capacities of edges in the path are reduced by \( df \) while the residual capacities of the reverse edges are increased by \( df \). Each augmentation increases the total flow from the source to the sink \( f = f + df \). The maximum flow is reached when any \( s \rightarrow t \) path crosses at least one saturated edge in the residual graph \( G_f \).

Dinic algorithm uses breadth-first search to find the shortest paths from \( s \) to \( t \) on the residual graph \( G_f \). After all shortest paths of a fixed length \( k \) are saturated, the algorithm starts the breadth-first search for \( s \rightarrow t \) paths of length \( k + 1 \) from scratch. Note that the use of shortest paths is an important factor that improves running time complexities for algorithms based on augmenting paths. The worst case running time complexity for Dinic algorithm is \( O(mn^2) \) where \( n \) is the number of nodes and \( m \) is the number of edges in the graph.

\(^2\) Different graph based energy minimization methods may use different graph constructions, as well as different rules for converting graph cuts into image labelings. Details for each method are described in the original publications.
Push-relabel algorithms use quite a different approach. They do not maintain a valid flow during the operation; each node may have a positive “flow excess”, and the algorithm tries to push it to neighboring nodes. Push-relabel techniques are harder to describe in just a few sentences and we would rather refer the reader to our favorite text-book on basic graph theory and algorithms [6].

For our experimental tests on graph-based energy minimization methods in vision we selected the following standard algorithms.

DINIC: Algorithm of Dinic [7].

Many previous experimental tests, including the results in [5], show that the last two algorithms work consistently better than a large number of other min-cut/max-flow algorithms of combinatorial optimization. The theoretical worst case complexities for these “push-relabel” algorithms are $O(n^3)$ for Q.PRF and $O(n^2 \sqrt{m})$ for H.PRF.

3 New Min-cut/Max-flow Algorithm

In this section we present a new algorithm that we developed while working with graphs that are typical for energy minimization methods in computer vision. The algorithm presented here belongs to the group of algorithms based on augmenting paths. Similarly to DINIC it builds the search tree for finding augmenting paths but it reuses this tree and never starts building it from scratch. The drawback of our approach is that the augmenting paths found are not necessarily shortest augmenting path; thus the time complexity of the shortest augmenting path is no longer valid. The trivial upper bound on the number of augmentations for our algorithm is the cost of the minimum cut $|C|$, which results in the worst case complexity $O(mn^2 |C|)$. Theoretically speaking, this is worse than complexities of the standard algorithms discussed in Section 2.2. However, experimental comparison in Section 4 shows that on typical problem instances in vision our algorithm significantly outperforms standard algorithms.

3.1 Algorithm’s Overview

We maintain a search tree $S$ with the source as a root where all edges from each parent node to its children are non-saturated. The nodes that are not in $S$ are called “free”. The set of free nodes is denoted $T$. The nodes in the search tree $S$ are divided into “active” and “passive”. The active nodes may “grow”, that is, they may acquire new children from a set of free nodes. The passive nodes are guaranteed to have no free neighbors connected through non-saturated edges. Thus, the passive nodes can not grow.

The algorithm iteratively repeats the following three stages:

- “growth” stage: the search tree grows until the sink is found
- "augmentation" stage: the path found is augmented, the search tree is broken into a forest.
- "adoption" stage: the forest is transformed back into a tree.

At the growth stage the search tree expands. The active nodes acquire new children from a set of free nodes. The newly acquired nodes become active members of the search tree $S$. As soon as all neighbors of a given active node are explored the active node becomes passive. The growth stage terminates when the sink is encountered and, thus, a path from the source to the sink is found.

The augmentation stage augments the path found in the growth stage. Since we push through the largest flow possible some edges in the path become saturated. Thus, some of the nodes in the tree become "orphans", that is, the edges linking them to their parents are no longer valid (they are saturated). In fact, the augmentation phase splits the search tree $S$ into a forest. The source is still a root of one of the trees in the forest and the orphans form roots of other trees.

The goal of the adoption stage is to restore a single search tree structure with a root in the source. At this stage we try to find a new valid parent for each orphan. If there is no such parent we remove the orphan from $S$ and make it a free node. We also declare all its former children orphans. The stage terminates when no orphans are left and, thus, the search tree structure of $S$ is restored. Since some orphan nodes in $S$ may become free the adoption stage results in contraction of the set $S$.

After the adoption stage is completed the algorithm returns to the growth stage. The algorithm terminates when the search tree can not grow (all active nodes checked their neighbors and became passive) while the sink is not found.

### 3.2 Details of Implementation

Assume that we are given a directed graph $G = (V, E)$. As for any augmenting path algorithm, we will maintain a flow $f$ and the residual graph $G_f$ (see Section 2.2). For each node $p$ we will store its parent as $\text{PARENT}(p)$. Roots of the forest (the source and the orphans) as well as all free nodes have no parents, t.e. $\text{PARENT}(p) = \emptyset$. We will also keep the lists of all active nodes, $A$, and all orphans, $O$. The general structure of the algorithm is:

initialize: $S = A = \{s\}$, $T = V - \{s\}$, $O = \emptyset$

while true

$\quad$ grow $S$ to find an augmenting path $P$ from $s$ to $t$

$\quad$ if $P = \emptyset$ terminate

$\quad$ augment on $P$

$\quad$ adopt orphans

end while

The details of the growth, augmentation, and adoption stages are described below.

**Growth Stage:** At this stage active nodes acquire new children from a set of free nodes.
if $t \in S$ return $P = PATH_{s \rightarrow t}$
while $A \neq \emptyset$
    pick an active node $p \in A$
    for every non-saturated edge $(p, q)$
        if $q \in T$ add $q$ to the search tree as an active node:
            $S := S \cup \{q\}$, $A := A \cup \{q\}$, $PARENT(q) := p$
        if $q = t$ return $P = PATH_{s \rightarrow t}$
    end for
    remove $p$ from $A$
end while
return $P = \emptyset$

**Augmentation Stage:** The input for this stage is a path $P$ from $s$ to $t$. Note that the orphan set is empty in the beginning of the stage, but there will be some orphans in the end since at least one edge in $P$ becomes saturated.

- find the bottleneck capacity $\Delta$ on $P$
- update the residual graph by pushing flow $\Delta$ through $P$
- for each edge $(p, q)$ in $P$ that becomes saturated
    set $PARENT(q) := \emptyset$
    add $q$ to $O$
end for

**Adoption Stage:** During this stage all nodes in $O$ are processed until $O$ becomes empty. The node being processed tries to find a new parent in $S$; in case of success it remains in $S$ but with a new parent, otherwise it is removed from $S$ to the set of free nodes $T$ and all its children are added to $O$.

while $O \neq \emptyset$
    pick a node $p \in O$
    remove $p$ from $O$
    process $p$
end while

The operation “process $p$” consists of the following steps. First we are trying to find a new parent for $p$. For each non-saturated edge $(q, p)$ entering $p$ we check whether $q$ is a valid parent. Two conditions should hold for $q$:

- $q$ should be in $S$
- the “origin” of $q$ should be the source

Note that it is necessary to check the second condition because some of the nodes in $S$ originate from orphans.

If a new parent $q$ is found, then $p$ remains in $S$ with $q$ as its parent. The active (or passive) status of $p$ in $S$ remains unchanged. If $p$ does not find a valid parent in $S$ then the following three operations are performed:

- $p$ is removed from $S$ (and $A$) and becomes a free node in $T$
– for all children \( q \) of \( p \) we set \( PARENT(q) = \emptyset \) and add them to the set of orphans \( O \)
– all “potential” parents of \( p \) (nodes \( q \) in \( S \) such that the edge \((q,p)\) is not saturated) are added to the active set \( A \)

The last operation is necessary to make sure that no passive node in \( S \) connects to a free neighbor through a non-saturated edge. Only active nodes are allowed to have such free neighbors. Suppose that an orphan \( p \) becomes free. Without the last operation, the passive neighbors of \( p \) in \( S \) connected to \( p \) via non-saturated edges would remain passive while they should not. At that moment these neighbors did not qualify as valid parents for \( p \) because they originated from other orphans and not from the source. After the search tree is fixed one of such neighbors may potentially become a new parent of \( p \).

### 3.3 Correctness Proof

Let’s introduce some invariants which are maintained during the execution of the algorithm.

**I1** \( S \) is a forest with roots at either the source or orphans.

**I2** Edges from a parent to children in the search forest have nonzero residual capacities.

**I3** There are no orphans during the growth stage.

**I4** For passive nodes \( p \) in \( S \) the following property should be true: for all non-saturated edges \((p,q)\) the node \( q \) must belong to \( S \).

These invariants are clearly true at the initialization of the algorithm. It is easy to see these invariants directly follow from the construction of the algorithm.

Let’s show that all stages terminate. The growth stage terminates because the number of nodes is finite. The same argument applies to the augmentation stage. Now we prove that the adoption stage is also finite. Note that after a node \( p \) in \( O \) has been processed it can not become an orphan again during the same adoption stage (it will imply that the adoption stage terminates after processing at most \( n \) nodes). Indeed, if \( p \) is moved from \( S \) to \( T \) then this holds since free nodes in \( T \) are not involved at the adoption stage. Suppose \( p \) found a new parent \( q \) and remained in \( S \). The new parent \( q \) must originate from the source. Thus, the source is the new origin of \( p \) as well. By construction, only descendants of orphans may become orphans during the adoption stage. Therefore, \( p \) can not become an orphan again at the same adoption stage.

The algorithm terminates if the number of cycles (augmentations) is finite. Since the algorithm is not a shortest path algorithm the polynomial bound for the number of augmentations does not seem to be valid. We know only a trivial bound given by a minimum cut cost that works if all edge weights are integers.

It remains to show that when the algorithm terminates it generates the maximum flow. In fact, the search tree \( S \) and the set of free nodes \( T \) at the end of the algorithm give a minimum \( s/t \)-cut. Suppose the algorithm has terminated.
It could only have happened in the growth stage when no active nodes were left and \( t \not\in S \). \( S \) and \( T \) are disjoint sets such that \( S \cup T = \mathcal{V} \), \( s \in S \), and \( t \in T \). Suppose that the current residual graph contains a non-saturated path from the source to the sink that can be used to increase the flow. Then there is a non-saturated edge \((p, q)\) going from a node \( p \in S \) to another node \( q \in T \). Since no active nodes are left then \( p \) is passive. Hence, the invariant I4 does not hold for \( p \) and we get a contradiction.

4 Experimental Tests on Applications in Vision

In this section we experimentally test min-cut/max-flow algorithms for three different applications in computer vision: image restoration (Section 4.1), stereo (Section 4.2), and object segmentation (Section 4.3). We chose formulations where certain appropriate versions of energy (1) can be minimized via graph cuts. The corresponding graph structures were previously described by [10,12,2,4,14,3] in detail. These (or very similar) structures are used in all computer vision applications with graph cuts (that we are aware of) to date.

Note that we could not test all known min-cut/max-flow algorithms. We compare our new algorithm presented in Section 3 and standard algorithms of combinatorial optimization introduced in Section 2.2: DINIC, H.PRF, and Q.PRF. Many experimental tests, including the results in [5], show that the last two algorithms work consistently better than a large number of other min-cut/max-flow algorithms of combinatorial optimization. For DINIC, H.PRF, and Q.PRF we took the implementations written by Cherkassky and Goldberg [5] and modified them to our graph representation. Both H.PRF and Q.PRF use global and gap relabeling heuristics. Our algorithm also leaves some choice in implementing certain functions. We found that the order of processing active nodes and orphans may have a significant effect on the running time. We made a tuning and used it in all experiments.

4.1 Image Restoration

Here we consider two examples of energy (1) with the Potts and linear models of interaction. Graph based methods for minimizing Potts energy were used in many different applications including segmentation [13], stereo [2,4], object recognition [1], shape reconstruction [16], and augmented reality [17]. Linear interaction energy was used for stereo [15] and segmentation [12]. The structures of the corresponding graphs are identical in all applications using the same type of energy. We chose the context of image restoration mainly for its simplicity.

The Potts energy that we use for image restoration is

\[
E(I) = \sum_{p \in \mathcal{P}} ||I_p - I^o|| + \sum_{(p, q) \in \mathcal{N}} K_{(p, q)} \cdot T(I_p \neq I_q)
\]  

(2)

where \( I = \{I_p \mid p \in \mathcal{P}\} \) is a vector of unknown "true" intensities of pixels on the image \( \mathcal{P} \) and \( I^o = \{I^o_p \mid p \in \mathcal{P}\} \) are intensities observed in the original image
corrupted by noise. The Potts interactions are specified by penalties $K_{(p,q)}$ for intensity discontinuities between pairs of neighboring pixels. Function $T(\cdot)$ is 1 if the condition inside parenthesis is true and 0 otherwise. In the case of two labels the Potts energy can be minimized exactly using the graph cut method of Greig et. al. [10]. We consider image restoration with multiple labels where the problem becomes NP hard. We use an iterative graph based method in [4] which is guaranteed to find a solution within a factor of two from the global minimum of the Potts energy. At each iteration [4] computes a minimum cost cut for a certain generalization of the graph introduced in [10].

Our image restoration experiments with the Potts energy are presented in Figure 2(a-c). The sizes of our test images are 100 × 100 (Diamond) and 112 × 136 (Bell Quad). The number of allowed labels is 215 and 256, correspondingly. The running times (in seconds, 333MHz Pentium III) for the Potts energy minimization tests are given in Figure 2(d). These running times represent the first cycle of iterations (see [4] for more details).

We also consider image restoration with “linear” interactions energy:

$$E(I) = \sum_{p \in \mathcal{P}} ||I_p - I_p^o|| + \sum_{(p,q) \in \mathcal{N}} A_{(p,q)} \cdot |I_p - I_q|$$ (3)

where constants $A_{(p,q)}$ describe the relative importance of interactions between neighboring pixels $p$ and $q$. If the set of labels is finite and ordered then this energy can be minimized exactly using either of the two almost identical graph-
based methods developed in [12,2]. In fact, both of them use graphs very similar to the one introduced by [15] in the context of multi-camera stereo. These methods build graphs by consecutively connecting multiple layers of image-grids. Each layer corresponds to one label. The structure of the graphs for linear interactions energy has one important distinction from the graphs that are currently used to minimize other types of energies; the two terminals are connected only to the first and the last layers of the graph. This distinction becomes more pronounced when the number of labels (layers) is large. Note that allocating computer memory for such multi-layered graphs can be problematic even for 2D images.

The table in Figure 2(e) shows how long it took each min-cut/max-flow algorithm to compute the exact minimum of the linear interactions energy above. We used the same Diamond and Bell Quad images as in the Potts energy tests. In the tests presented in (e) we varied the number of labels (layers) \(|\mathcal{L}|\). The experiments show that our algorithm is the fastest when the number of labels is relatively small (less than 50) while Q-PRF wins for larger number of labels. Note that the number of labels affects the structure of the graphs in [15,12,2]. In the Potts energy minimization method in [4] the number of labels changes the number of iterations in each cycle but has no effect on the graph structures.

### 4.2 Stereo with Occlusions

Here we describe our tests on examples in stereo. We consider a recent formulation [14] that takes occlusions into consideration. The problem is formulated as a labeling problem. We want to assign a binary label (0 or 1) to each pair \((p,q)\) where \(p\) is a pixel in the left image and \(q\) is a pixel in the right image that can potentially correspond to \(p\). The set of pairs with the label 1 describes the correspondence between the images. The energy of configuration \(f\) is given by

\[
E(f) = \sum_{f(p,q) = 1} D_{(p,q)} + \sum_{p \in \mathcal{P}} C_p \cdot T(p \text{ is occluded in the configuration } f) \\
+ \sum_{\{(p,q),(p',q')\} \in \mathcal{N}} K_{\{(p,q),(p',q')\}} \cdot T(f(p,q) \neq f(p',q'))
\]

The first term is the data term, the second is the occlusion penalty, and the third is the smoothness term. \(\mathcal{P}\) is the set of pixels in both images, and \(\mathcal{N}\) is the neighboring system consisting of tuples of neighboring pairs \(\{(p,q),(p',q')\}\) having the same disparity (parallel pairs). [14] gives an approximate algorithm minimizing this energy among all feasible configurations \(f\). In contrast to other energy minimization methods, nodes of the graph constructed in [14] represent pairs rather than pixels or voxels.

The tests were done for three stereo examples shown in Figure 3. We used the Head pair from the University of Tsukuba, and the well-known Tree pair from SRI. To diversify our tests we compared the speed of algorithms on a Random pair where the left and the right images did not correspond to each other.

Running times for stereo examples in Figure 3 are shown in seconds (450MHz UltraSPARC II Processor) in the table below. The times are for the first cycle of the algorithm, which is where most of the work is done.
Fig. 3. Stereo Experiments. The sizes of images are $384 \times 288$ in (a), $256 \times 233$ in (c), and $100 \times 140$ in (e,f). The results in (b,d,g) show occluded pixels in black color.
<table>
<thead>
<tr>
<th>method</th>
<th>input</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Head pair</td>
</tr>
<tr>
<td>DINIC</td>
<td>365.4</td>
</tr>
<tr>
<td>H_PRF</td>
<td>109.8</td>
</tr>
<tr>
<td>Q_PRF</td>
<td>56.0</td>
</tr>
<tr>
<td>Our</td>
<td>17.0</td>
</tr>
</tbody>
</table>

### 4.3 Interactive Object Segmentation

In this section we describe experimental tests that compare min-cut/max-flow algorithms on *Interactive Graph Cuts* segmentation technique in [3]. The method in [3] allows for the segmentation of an object of interest in N-D images/volumes. This technique generalizes the MAP-MRF method of Greig at. al. [10] by incorporating additional hard constraints into the minimization of the Potts energy

$$E(L) = \sum_{p \in P} D_p(L_p) + \sum_{(p,q) \in \mathcal{N}} K_{(p,q)} \cdot T(L_p \neq L_q)$$

over binary (object/background) labelings of image. The hard constrains come from a user placing some object and background seeds. The technique computes binary segmentation of N-dimensional image with globally optimal regional and boundary properties among all segmentations that satisfy the hard constraints (seeds). The details of the corresponding graph construction are given in [3].

We tested min-cut/max-flow algorithms on 2D and 3D segmentation examples illustrated in Figure 4. We present the original data and the segmentation results corresponding to certain sets of seeds. Note that the user places seeds interactively. New seeds can be added to correct segmentation imperfections. The technique in [3] efficiently recomputes the optimal solution starting at the previous segmentation result.

Figure 4(a-b) shows photo-editing experiment on a picture (200x300 pixels) with a group of people around a bell. Other segmentation examples in (c-h) are for 2D and 3D medical data. The cardiac MR data in (c-d) was tested in both 2D (256x256 pixels) and 3D (256x256x13 voxels) cases. In our 3D experiment the seeds were placed in only one slice in the middle of the volume. This was enough to segment the whole volume “correctly”. The tests with lung CT data (e-f) were also made in both 2D (512x512 pixels) and 3D (512x512x5 voxels) cases. In (g-h) we tested the algorithms on 2D liver MR data (512x256 pixels).

The table below compares the running times (in seconds, 600MHz Pentium III processor) of selected min-cut/max-flow algorithms for the segmentation examples described. Note that these times include only the min-cut/max-flow computation\(^3\). The tests on 3D data are marked by “3D”. To diversify our tests we also made a few experiments where inconsistent seeds were placed at random.

---

\(^3\) The time it takes the user to place the seeds varies and may depend on image quality, object of interest, and the level of desired details. For the experiments in Figure 4 all seeds were placed within 10 to 40 seconds.
Photo Editing

(a) Bell Photo
(b) Bell Segmentation

Medical Data

(c) Cardiac MR
(d) LV Segment
(e) Lung CT
(f) Lobe Segment
(g) Liver MR
(h) Liver Segment

Fig. 4. Segmentation Experiments.
places in the image. The corresponding columns in the table are marked as “random”. Meaningless segmentations from these tests are not shown in Figure 4.

<table>
<thead>
<tr>
<th>method</th>
<th>Liver</th>
<th>Bell</th>
<th>Heart(3D)</th>
<th>Lung(3D)</th>
<th>Bell(random)</th>
<th>Lung(random)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DINIC</td>
<td>26</td>
<td>7</td>
<td>5</td>
<td>—</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>H_PRF</td>
<td>3.5</td>
<td>2</td>
<td>2.5</td>
<td>—</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Q_PRF</td>
<td>2.5</td>
<td>1</td>
<td>0.5</td>
<td>7</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Our</td>
<td>0.26</td>
<td>0.26</td>
<td>0.16</td>
<td>2</td>
<td>1</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Note that 3D segmentation required memory efficient implementations of the graph cut algorithms. We made such implementations only for our new algorithm and for Q_PRF (which outperformed H_PRF and DINIC in most other experiments). H_PRF and DINIC were not tested in 3D segmentation examples.

5 Conclusions

We tested a reasonable sample of typical vision graphs. In most examples our new min-cut/max-flow algorithm worked 2-10 times faster than any of the other methods, including the push-relabel and Dinic algorithms (which are known to outperform other min-cut/max-flow techniques). In some cases the new algorithm made possible near real-time performance of the corresponding applications. One noticeable exception was the energy with linear interactions (3). If the number of labels for (3) was relatively small (< 50) then our algorithm was only marginally the best, while Q_PRF was significantly faster for larger number of labels. We also found that our algorithm’s performance was roughly the same as Q_PRF in unrealistic examples with “random” inputs.

Our results also suggest that graphs in vision are a very specific application for min-cut/max-flow algorithms. In fact, Q_PRF outperformed H_PRF in most of our tests despite the fact that H_PRF is generally regarded as the fastest algorithm in combinatorial optimization community. Additional experiments showed that our algorithm was several times slower than H_PRF on standard (outside computer vision) graphs that are used for tests in combinatorial optimization.
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Abstract. The 2D absolute phase estimation problem, in interferometric applications, is to infer absolute phase (not simply modulo-2π) from incomplete, noisy, and modulo-2π image observations. This is known to be a hard problem as the observation mechanism is nonlinear. In this paper we adopt the Bayesian approach. The observation density is 2π-periodic and accounts for the observation noise; the a priori probability of the absolute phase is modeled by a first order noncausal Gauss Markov random field (GMRF) tailored to smooth absolute phase images. We propose an iterative scheme for the computation of the maximum a posteriori probability (MAP) estimate. Each iteration embodies a discrete optimization step (Z-step), implemented by network programming techniques, and an iterative conditional modes (ICM) step (π-step). Accordingly, we name the algorithm ZπM, where letter M stands for maximization. A set of experimental results, comparing the proposed algorithm with other techniques, illustrates the effectiveness of the proposed method.

1 Introduction

In many classes of imaging techniques involving wave propagation, there is need for estimating absolute phase from incomplete, noisy, and modulo-2π observations, as the absolute phase is related with some physical entity of interest. Some relevant examples are [1] synthetic aperture radar, synthetic aperture sonar, magnetic resonance imaging systems, optical interferometry, and diffraction tomography.

In all the applications above referred the observed data relates with the absolute phase in a nonlinear and noisy way; the nonlinearity is sinusoidal and it is closely related with the wave propagation phenomena involved in the acquisition process; noise is introduced both by the acquisition process and by the electronic equipment. Therefore, the absolute phase should be inferred (unwrapped in the interferometric jargon) from noisy and modulo-2π observations (the so-called principal phase values or interferogram).

* This work was supported by the Fundação para a Ciência e Tecnologia, under the project POSI/34071/CPS/2000.

Broadly speaking, absolute phase estimation methods can be classified into four major classes: path following methods, minimum-norm methods, Bayesian and regularization methods, and parametric models. Thesis [2] and paper [3] provide a comprehensive account of these methods.

The mainstream of absolute phase estimation research in interferometry takes a two step approach: in the first step, a filtered interferogram is inferred from noisy images; in the second step, the phase is unwrapped by determining the $2\pi$ multiples. Path following and minimum-norm schemes are representative of this approach (see [1] for comprehensive description of these methods). The main drawback of these methods is that the filtering process destroys the modulo-$2\pi$ information in areas of high phase rate.

In a quite different vein, and recognizing that the absolute phase estimation is an ill-posed problem, papers [4], [5], [6], [7] have adopted the regularization framework to impose smoothness on the solution. The same objective has been pursued in papers [8], [9], [10], [11] by adopting a Bayesian viewpoint. Papers [8], [9] apply a nonlinear recursive filtering technique to determine the absolute phase. Paper [10] considers an InSAR (interferometric synthetic aperture radar) observation model taking into account not only the image absolute phase, but also the backscattering coefficient and the correlation factor images, which are jointly recovered from InSAR image pairs. Paper [11] proposes a fractal based prior and the simulated annealing scheme to compute the absolute phase image.

Parametric models constrain the absolute phase to belong to a given parametric model. Works [12], [13] have adopted low order polynomials. These approaches yields good results if the low order polynomials represent accurately the absolute phase. However, in practical applications the entire phase function cannot be approximated by a single 2-D polynomial model. To circumvent model mismatches, work [12] proposes a partition of the observed field where each partition element has its own model.

1.1 Proposed Approach

We adopt the Bayesian viewpoint. The likelihood function, which models the observation mechanism given the absolute phase, is $2\pi$-periodic and accounts for the interferometric noise. The a priori probability of the absolute phase is modeled by a first order noncausal Gauss Markov random field (GMRF) [14], [15] tailored to smooth fields.

Papers [8], [9], [10] have also followed a Bayesian approach to absolute phase estimation. The prior therein used was a first order causal GMRF. Taking advantage of this prior and using the reduced order model (ROM) [16] approximation of the GMRF, the absolute was estimated with a nonlinear recursive filtering technique. Compared with the present approach, the main difference concerns the prior: we use a first order noncausal GMRF prior. In terms of estimation, the noncausal prior has implicit a batch perspective, where the absolute phase estimate at each site is based on the complete observed image. This is in contrast with the recursive filtering technique [8], [9], [10], where the absolute phase
estimate of a given site is inferred only from past (in the lexicographic sense) observed data.

To the computation of the MAP estimate, we propose an iterative procedure with two steps per iteration: the first step, termed \( Z \)-step, maximizes the posterior density with respect to the field of \( 2\pi \) phase multiples; the second step, termed \( \pi \)-step, maximizes the posterior density with respect to the phase principal values. \( Z \)-step is a discrete optimization problem solved by network programming techniques. \( \pi \)-step is a continuous optimization problem solved approximately by the \textit{iterated conditional modes} (ICM) [17] scheme. We term our algorithm \( \mathbb{Z}\pi \mathcal{M} \), where the letter \( M \) stands for maximization.

The paper is organized as follows. Section 2 introduces the observation model, the first order noncausal GMRF prior, and the posterior density. Section 3 elaborates on the estimation procedure. Namely, we derive solutions for the \( Z \)-step and for the \( \pi \)-step. Section 4 presents results.

2 Adopted Models

2.1 Observation Model

The complex envelop of the signal read by the receiver from a given site is given by

\[
x = e^{-j\phi} + n,
\]

where \( \phi \) is the phase to be estimated and \( n \) is complex zero-mean circular Gaussian noise. Model (1), adopted in papers [8] and [9], applies, for example, to laser interferometry [18].

Defining \( \sigma_n^2 \equiv E[|n|^2] \), the probability density function\(^1\) of \( x \) is (see, e.g., [19, ch. 3])

\[
p_{x|\phi}(x|\phi) = \frac{1}{\pi \sigma_n^2} \exp \left\{ -\frac{|x - e^{-j\phi}|^2}{\sigma_n^2} \right\}.
\]

Developing the quadratic form in (2), one is led to

\[
p_{x|\phi}(x|\phi) = ce^{\lambda \cos(\phi - \eta)},
\]

where \( c = c(x, \sigma_n) \) and

\[
\eta = \arg(x)
\]

\[
\lambda = \frac{|x|}{\sigma_n^2}.
\]

The likelihood function \( p_{x|\phi}(x|\phi) \) is \( 2\pi \)-periodic with respect to \( \phi \) with maxima at \( \phi = 2\pi k + \eta \), for \( k \in \mathbb{Z} \) (\( \mathbb{Z} \) denotes the integer set). Thus \( \eta \) is a maximum

\(^1\) For compactness, lowercase letters will denote random variables and their values as well.
likelihood estimate of $\phi$. The peakiness of the maxima of (3), controlled by parameter $\lambda$, is an indication of how trustful data is.

The observation model (1) does not apply to applications exhibiting speckle noise such as synthetic apertura radar and synthetic aperture sonar. We have shown in [10], however, that the observation model of these applications leads to an observation density with the same formal structure given by formula (3).

Let $\phi \equiv \{\phi_{ij} | (i,j) \in Z\}$ and $x \equiv \{x_{ij} | (i,j) \in Z\}$ denote the absolute phase and complex amplitude associated to sites $Z \equiv \{(i,j) | i,j = 1, \ldots, N\}$ (we assume without lack of generality that images are squared). Assuming that the components of $x$ are conditionally independent,

$$p_{x|\phi}(x|\phi) = \prod_{ij \in Z} p_{x_{ij}|\phi_{ij}}(x_{ij}|\phi_{ij}).$$

(6)

The conditional independence assumption is valid if the resolution cells associated to any pair of pixels are disjoint. Usually this is a good approximation, since the point spread function of the imaging systems is only slightly larger than the corresponding inter-pixel distance (see [20]).

2.2 Prior Model

Image $\phi$ is assumed to be smooth. Gauss-Markov random fields [14], [15] are both mathematically and computationally suitable for representing local interactions, namely to impose smoothness. We take the first order noncausal GMRF

$$p_{\phi}(\phi) \propto \exp \left\{-\frac{\mu}{2} \sum_{ij \in Z_1} (\Delta\phi_{ij}^h)^2 + (\Delta\phi_{ij}^v)^2 \right\},$$

(7)

where $\Delta\phi_{ij}^h \equiv (\phi_{ij} - \phi_{i,j-1})$, $\Delta\phi_{ij}^v \equiv (\phi_{ij} - \phi_{i-1,j})$, $Z_1 \equiv \{(i,j) | i,j = 2, \ldots, N\}$, and $\mu^{-1}$ means the variance of increments $\Delta\phi_{ij}^h$ and $\Delta\phi_{ij}^v$.

2.3 Posterior Density

Invoking the Bayes rule, we obtain the posterior probability density function of $\phi$, given $x$, as

$$p_{\phi|x}(\phi|x) \propto p_{x|\phi}(x|\phi)p_{\phi}(\phi),$$

(8)

where the factors not depending on $\phi$ were discarded. Introducing (6) and (7) into (8), we obtain

$$p_{\phi|x}(\phi|x) \propto e^{ij \in Z} \lambda_{ij} \cos(\phi_{ij} - \eta_{ij}) - \frac{\mu}{2} \sum_{ij \in Z_1} (\Delta\phi_{ij}^h)^2 + (\Delta\phi_{ij}^v)^2$$

(9)

The posterior distribution (9) is assumed to contain all information one needs to compute the absolute phase estimate $\hat{\phi}$. 
3 Estimation Procedure

The MAP criterion is adopted for computing $\hat{\phi}$. Accordingly,

$$
\hat{\phi}_{MAP} = \arg \max_{\phi} p_{\phi|x}(\phi|x). 
$$

(10)

Due to the periodic structure of $p_{x|\phi}(x|\phi)$, computing the MAP solution leads to a huge non-convex optimization problem, with unbearable computation burden. Instead of computing the exact estimate $\hat{\phi}_{MAP}$, we resort to a suboptimal scheme that delivers nearly optimal estimates, with a far less computational load.

Let the absolute phase $\phi_{ij}$ be uniquely decomposed as

$$
\phi_{ij} = \psi_{ij} + 2\pi k_{ij},
$$

(11)

where $k_{ij} = [(\phi_{ij} + \pi)/(2\pi)] \in \mathbb{Z}$ is the so-called wrap-count component of $\phi_{ij}$, and $\psi_{ij} \in [-\pi, \pi]$ is the principal value of $\phi_{ij}$. The MAP estimate (10) can be rewritten in terms of $\psi \equiv \{\psi_{ij} | (i, j) \in \mathbb{Z}\}$ and $k \equiv \{k_{ij} | (i, j) \in \mathbb{Z}\}$ as

$$
(\hat{\psi}_{MAP}, \hat{k}_{MAP}) = \arg \max_{\psi, k} p_{\phi|x}(\psi + 2\pi k|x)
$$

(12)

$$
= \arg \left\{ \max_{\psi} \left\{ \max_{k} p_{\phi|x}(\psi + 2\pi k|x) \right\} \right\}. 
$$

(13)

Instead of computing (13), we propose a procedure that successively and iteratively maximizes $p_{\phi|x}(\psi + 2\pi k|x)$ with respect to $k \in \mathbb{Z}^{N^2}$ and $\psi \in [-\pi, \pi]^{N^2}$. We term this maximization on the sets $\mathbb{Z}$ and $[-\pi, \pi]$ as the $Z\pi M$ algorithm; Fig. 1 shows the corresponding pseudo-code.

\begin{center}
\textbf{Initialization:} $\hat{\psi}^{(0)} = \eta$
\textbf{For} $t = 1, 2, \ldots$, \\
\textbf{Unwrapping step:} $\hat{k}^{(t)} = \arg \max_{k} p_{\phi|x,1}(\psi^{(t-1)} + 2\pi k|x)$
\textbf{Smoothing step:} $\hat{\psi}^{(t)} = \arg \max_{\psi} p_{\phi|x,1}(\psi + 2\pi k^{(t)}|x)$
\textbf{Termination test:} $|p_{\phi|x,1}(\hat{\psi}^{(t)}|x) - p_{\phi|x,1}(\hat{\psi}^{(t-1)}|x)| < \xi$
\textbf{break loop for}
\end{center}

Fig. 1. Z\pi M Algorithm.

The Z\pi M algorithm is greedy, since the posterior density $p_{\phi|x}(\phi|x)$ can not decrease in each step of the each iteration. Thus, the stationary points of the
couple (14)-(15) correspond to local maxima of $p_{\phi|x}(\phi|x)$. Nevertheless, the proposed method yields systematically good results, as we will show in next section. The unwrapping step (14) finds the maximum of the posterior density $p_{\phi|x}(\phi|x)$ on a mesh obtained by discretizing each coordinate $\phi_{ij}$ according to (11). The first estimate $\hat{k}^{(1)}$ delivered by the unwrapping step is based on the maximum likelihood estimate $\eta \equiv \{\eta_{ij} | (i, j) \in Z\}$. Smoothing is implemented by the $\pi$-step (15). This is in contrast with the scheme followed by most phase unwrapping algorithms, where the phase is estimated with basis on a smooth version of $\eta$, under the assumption that the phase $\phi$ is constant within windows of given size. This assumption leads to strong errors in areas of high phase rate.

3.1 $Z$-Step

Since the logarithm is strictly increasing and $\cos(\psi_{ij} + 2\pi k_{ij} - \eta_{ij})$ does not depend on $k_{ij}$, solving the maximization step (14) is equivalent to solve

$$\hat{k} = \text{arg} \min_k E(k|\psi),$$

where the energy $E(k|\psi)$ is given by

$$E(k|\psi) = \sum_{ij \in Z_1} (\Delta \phi_{ij}^h)^2 + (\Delta \phi_{ij}^v)^2,$$

with

$$\Delta \phi_{ij}^h = [2\pi(k_{ij} - k_{i,j-1}) - \Delta \psi_{ij}^h]$$
$$\Delta \phi_{ij}^v = [2\pi(k_{ij} - k_{i-1,j}) - \Delta \psi_{ij}^v],$$

and $\Delta \psi_{ij}^h = \psi_{i,j-1} - \psi_{ij}$ and $\Delta \psi_{ij}^v = \psi_{i-1,j} - \psi_{ij}$.

A simple but lengthy manipulation of equation (17) allows us to write

$$\hat{k} = \arg \min_{k \in \mathbb{Z}^N} (\hat{k} - \hat{k}_0)^T A(\hat{k} - \hat{k}_0),$$

where the column vector $\hat{k}$ is the column by column stacking of matrix $k$, matrix $A$ is nonnegative block Toeplitz and symmetric, and vector $\hat{k}_0$ depends on $\Delta \psi_{ij}^h$ and $\Delta \psi_{ij}^v$. For nonnegative symmetric matrices $A$, the integer least square problem (20) is known as the nearest lattice vector problem and it is NP-hard [21]. It arises, for example, in highly accurate positioning by Global Positioning System (GPS) [22], [23]. Works [24], [21], [22] propose suboptimal polynomial time algorithms for finding an approximately nearest lattice solution.

In our case, energy $E(k|\psi)$ is a sum of quadratic functions of $(k_{ij} - k_{i-1,j})$ and $(k_{ij} - k_{i,j-1})$. This is a special case of a nearest lattice vector problem, for which we propose a network programming algorithm that finds the exact solution in polynomial time. The algorithm is inspired in the Flynn’s minimum discontinuity approach [25], which minimizes the sum of $||\Delta \phi_{ij}^h + \pi||$ and $||\Delta \phi_{ij}^v + \pi||$,.
where \(|x|\) denotes the highest integer lower than \(x\). Flyn’s objective function is, therefore, quite different from ours. However, both objective functions are the sum of first order click potentials depending only on \(\Delta \phi_{ij}^h\), and \(\Delta \phi_{ij}^v\). This structural similarity allows us to adapt Flyn’s ideas to our problem.

The following lemma assures that if the minimum of \(E(k|\psi)\) is not yet reached, then there exists a binary image \(\delta k\) (i.e., the elements of \(\delta k\) are all 0 or 1) such that \(E(k + \delta k|\psi) < E(k|\psi)\).

**Lemma 1** Let \(k_1\) and \(k_2\) be two wrap-count images such that

\[
E(k_2|\psi) < E(k_1|\psi). \tag{21}
\]

Then, there exists a binary image \(\delta k\) such that

\[
E(k_1 + \delta k|\psi) < E(k_1|\psi). \tag{22}
\]

**Proof.** See [26].

According to Lemma 1, we can iteratively compute \(k_i = k_{i-1} + \delta k\), where \(\delta k \in \{0, 1\}^{N^2}\) minimizes \(E(k_{i-1} + \delta k|\psi)\), until the the minimum energy is reached. Each minimization is a discrete optimization problem that can be exactly solved in polynomial time by using network programming techniques such as maximum flow [27] or minimum cut [28]. We note however that, in the iterative scheme just described, it is not necessary to compute the exact minimizer of \(E(k_{i-1} + \delta k|\psi)\) with respect to \(\delta k\), but only a binary image \(\delta k\) that decreases \(E(k_{i-1} + \delta k|\psi)\). Based on this fact we propose an efficient algorithm that iteratively search for improving binary images \(\delta k\).

The following lemma, presented and proved in the appendix of [25], assures that if there exists an improving binary image \(\delta k\) [i.e., \(E(k + \delta k|\psi) < E(k|\psi)\)], then there exists another improving binary image \(\delta l\) such that the sets \(S_1(\delta l) \equiv \{(i, j) \in Z | \delta_{ij} = 1\}\) and \(S_0(\delta l) \equiv \{(i, j) \in Z | \delta_{ij} = 0\}\) are both connected in the first order neighborhood sense; i.e., given two sites \(s_1\) and \(s_n\) of \(S_1(\delta l)\), there exists a sequence of first order neighbors, all in \(S_1(\delta l)\), that begins in \(s_1\) and ends in \(s_n\). We call images \(\delta l\) with this property, binary partitions of \(Z\).

**Lemma 2** Suppose that there exits a binary image \(\delta k\) such that

\[
E(k + \delta k|\psi) < E(k|\psi).
\]

Then there exists a binary partition of \(Z\), \(\delta l\), such that

\[
E(k + \delta l|\psi) < E(k|\psi).
\]

**Proof.** See Lemma 2 in the appendix of [25].

Flyn’s central idea is to search for improving binary partitions \(\delta l\) [termed in [25] an elementary operation (EO)]. Once \(\delta l\) is found the wrap-count image \(k\) is updated to \(k + \delta l\). If no EO is possible then, according to Lemma 2, energy \(E(k|\psi)\)
can not be decreased by any binary image increment of the actual argument \( k \). Thus, by Lemma 1, \( E(k|\psi) \) has reached its minimum.

To check if a given binary partition \( \delta I \) improves the energy, one has to compute only those click potentials of \( E(k|\psi) \) containing sites on both sets \( S_1(\delta I) \) and \( S_0(\delta I) \); i.e., one has to compute click potentials of \( E(k|\psi) \) only along loops (this is still true on the boundary of \( Z \) by taking zero potentials). The Flyn’s algorithm uses graph theory techniques to represent and generate EOs. Figure 2 shows an auxiliary graph, whose nodes are interleaved with the phase sites. The edges sign which wrap-counts are to be incremented: a leftward (rightward) edge indicates an unit increment of the wrap-count below (above) the edge. A downward (upward) edge indicates a unit increment of the wrap-count right (left) to the edge. The algorithm works by creating and extending paths made of directed edges. When a path is extended to form a loop, the algorithm performs an EO, removes the loop from the collection of paths and resumes the path extension.

Assume that the array of auxiliary nodes has indexes in the set \( \{(i, j) | i, j = 1, \ldots, N + 1\} \). Define the cost of an edge \( \delta V(i, j; i', j') \) between the first order neighbors \((i', j')\) and \((i, j)\) as \( E(k|\psi) - E(k + \delta k|\psi) \), where \( \delta k \) is the wrap-count increment induced by the edge. With this definitions and having in attention the structure of \( E(k|\psi) \) [see (17)], we are led to

\[
\begin{align*}
\delta V(i, j; i, j - 1) &= -4\pi(\pi + \Delta \phi^v_{i,j-1})\tilde{h}_{i,j-1} \\
\delta V(i, j - 1; i, j) &= -4\pi(\pi - \Delta \phi^v_{i,j-1})\tilde{h}_{i,j} \\
\delta V(i - 1, j; i, j) &= -4\pi(\pi + \Delta \phi^h_{i-1,j})\tilde{v}_{i-1,j} \\
\delta V(i, j; i - 1, j) &= -4\pi(\pi - \Delta \phi^h_{i-1,j})\tilde{v}_{i-1,j}.
\end{align*}
\]

The values of boundary edges are defined to be zero; i.e., \( \delta V(1, j) = \delta V(N + 1, j) = \delta V(i, 1) = \delta V(i, N + 1) = 0 \).
Figure 2 represents the state of the graph at a given instant. Assuming that there are no loops, the set of edges defines a given number of trees. The value of each node, $V(i, j)$, is the sum of edge values corresponding to the path between the node and the tree root. In Figure 2 there are two trees. We stress that the node values are real numbers, whereas in the Flynn’s algorithm they are integers. The reason is that our energy $E(k|\psi)$ takes values in the non-negative reals while the Flynn’s energy takes values on the positive integers.

The basic step of Flynn’s algorithm is to revise the set of paths by adding a new edge. An edge from $(i, j)$ to a first order neighbor $(i', j')$, if not presented, is added if

$$\Delta V = V(i, j) + \delta V(i, j; i', j') - V(i', j') > 0.$$ 

If $\Delta V \leq 0$ then the new path to $(i', j')$ would have a negative or zero value or would fail to improve an existing path. If the edge is added the set of paths is revised in one of the three possible ways (a minor modification of [25]): 1) edge addition, 2) edge replacement, and 3) edge completion.

The dashed edges in Fig. 2 illustrate graph revision of type 1, 2, and 3. For a more detailed example, see Flynn’s paper [25].

The algorithm alternates between type 1 and type 2 revisions until a loop is found, performing then a type 3 revision. If for any attempt of edge addition $\Delta V \leq 0$, then no loop completion is possible and, according to Lemma 2 and Lemma 1, the algorithm terminates.

Flynn’s algorithm [25] and Costantini’s [29] algorithm are equivalent, as they minimize the $L^1$ norm. Costantini has shown that $L^1$ minimization is equivalent to finding the minimum cost flow on a given directed network. Minimum cost flow is a graph problem for which there exists efficient solutions (see, e.g. [30]). We do not implement our $\mathbb{Z}$-step using Costantini’s solution because the graph can not be used with $L^p$ norm for $p \neq 1$.

Another alternative to implement the $\mathbb{Z}$-step might be the discrete optimization scheme proposed in [31]. Authors of this paper claim that their approach, based on the maximum flow algorithm applied to a suitable graph, minimizes any energy function in which the smoothness term is convex and involves only pairs of neighboring pixels. However, the graph for a given convex smoothness function is not presented in [31].

### 3.2 Smoothing Step

The smoothing step (15) amounts to compute $\widehat{\psi}$ given by

$$\widehat{\psi} = \arg \max_{\psi \in [-\pi, \pi]^N} \sum_{i,j \in \mathbb{Z}} \lambda_{ij} \cos(\phi_{ij} - \eta_{ij}) - \frac{\mu}{2} \sum_{i,j \in \mathbb{Z}_1} (\Delta \phi_{ij}^h)^2 + (\Delta \phi_{ij}^v)^2, \quad (23)$$

where $\phi_{ij} = 2\pi k_{ij} + \psi_{ij}$. The function to be maximized in (23) is not convex due to terms $\lambda_{ij} \cos(\phi_{ij} - \eta_{ij})$. Computing $\widehat{\psi}$ is therefore a hard problem. Herein, we adopt the ICM approach [14], which, in spite of being suboptimal, yields good results for the problem at hand.
ICM is a coordinatewise ascent technique where all coordinates are visited according to a given schedule. After some simple algebraic manipulation of the objective function (23), we conclude that its maximum with respect to \( \psi_{ij} \) is given by

\[
\hat{\psi}_{ij} = \arg \max_{\psi_{ij} \in [\pi, \pi]} \left\{ \beta_{ij} \cos(\psi_{ij} - \eta_{ij}) - (\psi_{ij} - \bar{\psi}_{ij})^2 \right\},
\]

where

\[
\beta_{ij} = \frac{\lambda_{ij}}{2\mu},
\]

\[
\bar{\psi}_{ij} = \phi_{ij} - 2\pi k_{ij},
\]

\[
\tilde{\phi}_{ij} = \frac{\phi_{i-1,j} + \phi_{i,j-1} + \phi_{i+1,j} + \phi_{i,j+1}}{4}.
\]

There are no closed form solutions for maximization (24), since it involves transcendent and power functions. We compute \( \hat{\psi}_{ij} \) using a simple two-resolution numeric method. First we search \( \hat{\psi}_{ij} \) in the set \( \{ \pi i / M \mid i = -M, \ldots, M - 1 \} \). Next we refine the search by using the set \( \{ \pi i_0 / M + \pi i / M^2 \mid i = -M, \ldots, M - 1 \} \), where \( \pi i_0 / M \) is the result of the first search. We have used \( M = 20 \), which leads to the maximum error of \( \pi / (20)^2 \).

Phase estimate \( \hat{\psi}_{ij} \) depends in a nonlinear way on data \( \eta_{ij} \) and on the mean weighted phase \( \bar{\psi}_{ij} \). The balance between these two components is controlled by parameter \( \beta_{ij} \). Assuming that \(|\hat{\psi}_{ij} - \eta_{ij}| \ll \pi\), then \( \cos(\psi_{ij} - \eta_{ij}) \) is well approximated by the quadratic form \( 1 - (\psi_{ij} - \eta_{ij})^2 / 2 \), thus leading to the linear approximation

\[
\hat{\psi}_{ij} \approx \frac{\beta_{ij} \eta_{ij} + 2\bar{\psi}_{ij}}{\beta_{ij} + 2}.
\]

Reintroducing (28) in the above condition, one gets \(|\hat{\psi}_{ij} - \eta_{ij}| \ll 2\pi / (\beta_{ij} + 2)\). If this condition is not met, the solution becomes highly nonlinear on \( \eta_{ij} \) and \( \hat{\psi}_{ij} \); as \(|\hat{\psi}_{ij} - \eta_{ij}| \) increases, at some point the phase \( \hat{\psi}_{ij} \) becomes thresholded to \( \pm \pi \), being therefore independent of the observed data \( \eta_{ij} \).

Concerning computer complexity the Z-step is, by far, the most demanding one, using a number of floating point operations very close to the Flyn’s minimum discontinuity algorithm. Since the proposed scheme needs roughly four Z-steps, as has, approximately 4 times the Flyn’s minimum discontinuity algorithm complexity. To our knowledge there is no formula for the Flyn’s algorithm complexity (see remarks about complexity in [25]). Nevertheless, we have found, empirically, a complexity of approximately \( O(N^3) \) for the Z-step.

### 4 Experimental Results

The algorithm derived in the previous sections is now applied to synthetic data.

Figure 3 displays the interferogram (\( \eta = \{ \eta_{ij} \} \) image) generated according to density (2) with noise variance \( \sigma_n = 1.05 \). The absolute phase image \( \phi \) is
a Gaussian elevation of height 14\pi rad and standard deviations \( \sigma_i = 10 \) and \( \sigma_j = 15 \) pixels. The magnitude of the phase difference \( \phi_{i,j+1} - \phi_{ij} \) takes the maximum value of 2.5 and is greater than 2 in many sites. On the other hand a noise variance of \( \sigma_n = 1.05 \) implies a standard deviation the maximum likelihood estimate \( \eta_{ij} \) of 0.91. This figure is computed with basis on the density of \( \eta \) obtained from the joint density (2). In these conditions, the task of absolute phase estimation is extremely hard, as the interferogram exhibits a large number of inconsistencies; i.e., the observed image \( \eta \) is not consistent with the assumption of absolute phase differences less than \( \pi \) in a large number of sites. In the unwrapping jargon the interferogram is said to have a lot of residues.

The smoothness parameter was set to \( \mu = 1/0.8^2 \), thus modelling phase images with phase differences (horizontal and vertical) of standard deviation 0.8. This value is too large for most of the true absolute phase image \( \phi \) and too small for sites in the neighborhood of sites (\( i = -45, j = 50 \)) and (\( i = 55, j = 50 \)) (where the magnitude of the phase difference has its largest value). Nevertheless, the \( \mathbb{Z}_2\pi \)M algorithm yields good results as it can be read from Fig. 4; Fig. 4(a) shows the phase estimate \( \hat{\phi}^{(1)} \) and Fig. 4(b) shows the phase estimate \( \hat{\phi}^{(10)} \).

Figure 5 plots the logarithm of the posterior density \( \ln p_{\phi|x} (\hat{\phi}^{(t)} | x) \) and the \( L^2 \) norm of the estimation error \( \| \hat{\phi} - \phi \| \equiv N^{-2} \sum_{ij} (\hat{\phi}_{ij} - \phi_{ij})^2 \) as function of the iteration \( t \). The four non-integers ticked between two consecutive integers refer to four consecutive ICM sweeps, implementing the \( \pi \)-step of the \( \mathbb{Z}_2\pi \)M algorithm. Notice that the larger increment in \( \ln p_{\phi|x} (\hat{\phi}^{(t)} | x) \) happens in both steps of the first iteration. For \( t \geq 2 \) only the \( Z \)-step produces noticeable increments in the posterior density. These increments are however possible due to the very small increments produced by the smoothing steep. For \( t > 4 \) there is practically no improvement in the estimates.

To rank \( \mathbb{Z}_2\pi \)M algorithm, we have applied the following phase unwrapping algorithms to the present problem:
Fig. 4. Phase estimate $\hat{\phi}^{(t)}$; (a) $t = 1$; (b) $t = 10$.

Fig. 5. Evolution of the logarithm of the posterior density $\ln p_{\phi|x}(\hat{\phi}^{(t)}|x)$ and of the $L^2$ norm of the estimation error as function of the iteration $t$. Z-steps coincide with integers, whereas ICM sweeps implementing $\pi$-step are assigned to the non-integer part of $t$.

- **Path following type**: Golstein’s branch cut (GBC) [32]; quality guided (QG) [33], [34]; and mask cut (MC) [35]
- **Minimum norm type**: Flyn’s minimum discontinuity (FMD) [25]; weighted least-square (WLS) [36], [37]; and $L^0$ norm (L0N) (see [1, ch. 5.5])
- **Bayesian type**: recursive nonlinear filters [9] and [10] (NLF).

Path following and minimum norm algorithms were implemented with the code supplied in the book [1], using the following settings: GBC (-dipole yes); QG, MC, (-mode min_var -tsize 3); and WLS (-mode min_var -tsize 3, -thresh yes). We have used the unweighted versions of the FMD and L0N algorithms.

Table 1 displays the $L^2$ norm of the estimation error $||\hat{\phi} - \phi||^2$ for each of the classic algorithm referred above. Results on the left column area based on the maximum likelihood estimate of $\eta$ given by (4), using a $3 \times 3$ rectangular window. Results on the right column are based on the interferogram $\eta$ without
Table 1. $L^2$ norm of the estimation errors of $Z\pi M$ and other unwrapping algorithms. The left column plots results based of the the maximum likelihood estimate of $\eta$ using a $3 \times 3$ rectangular window; the right column plots results based on the non-smooth $\eta$ given by (4).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Smooth $\eta$</th>
<th>Non-smooth $\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z\pi M$</td>
<td>-</td>
<td>0.1</td>
</tr>
<tr>
<td>GBC</td>
<td>48.0</td>
<td>7.0</td>
</tr>
<tr>
<td>QG</td>
<td>10.0</td>
<td>2.2</td>
</tr>
<tr>
<td>MC</td>
<td>40.8</td>
<td>28.6</td>
</tr>
<tr>
<td>FMD</td>
<td>22.4</td>
<td>3.4</td>
</tr>
<tr>
<td>WLS</td>
<td>8.8</td>
<td>3.5</td>
</tr>
<tr>
<td>L0N</td>
<td>24.1</td>
<td>2.6</td>
</tr>
<tr>
<td>NLF</td>
<td>-</td>
<td>40.1</td>
</tr>
</tbody>
</table>

any smoothing. Apart from the proposed $Z\pi M$ scheme, all the algorithms have produced poor results, some of them catastrophic. The reasons depend on the class of algorithms and are are basically the following:

- in the path following and minimum norm methods the noise filtering is the first processing steep and is disconnected from the phase unwrapping process. The noise filtering assumes the phase to be constant within given windows. In data sets as the one at hand, this assumption is catastrophic, even using small windows. On the other hand, if the smoothing steep is not applied, even if algorithm is able to infer most of the $2\pi$ multiples, the observation noise is fully present in estimated phase
- the recursive nonlinear approaches [9] and [10] fails basically because they use only the past observed data, in the lexicographic sense, to infer the absolute phase.

5 Concluding Remarks

The paper presented an effective approach to absolute phase estimation in interferometric applications. The Bayesian standpoint was adopted. The likelihood function, which models the observation mechanism given the absolute phase, is $2\pi$-periodic and accounts for interferometric noise. The a priori probability of the absolute phase is a noncausal first order Gauss Markov random field (GMRF).

We proposed an iterative procedure, with two steps per iteration, for the computation of the maximum a posteriori probability MAP estimate. The first step, termed $Z$-step, maximizes the posterior density with respect to the $2\pi$ phase multiples; the second step, termed $\pi$-step, maximizes the posterior density with respect to the phase principal values. The $Z$-step is a discrete optimization problem solved exactly by network programming techniques inspired by Flyn’s minimum discontinuity algorithm [25]. The $\pi$-step is a continuous optimization problem solved approximately by the iterated conditional modes (ICM)
procedure. We call the proposed algorithm $Z\pi M$, where the letter $M$ stands for maximization.

The $Z\pi M$ algorithm, resulting from a Bayesian approach, accounts for the observation noise in a model based fashion. More specifically, the observation mechanism takes into account electronic and decorrelation noises. This is a crucial feature that underlies the advantage of the $Z\pi M$ algorithm over path following and minimum-norm schemes, mainly in regions where the phase rate is close to $\pi$. In fact, these schemes split the absolute phase estimation problem into two separate steps: in the first step the noise in the interferogram is filtered by applying low-pass filtering; in the second step, termed phase unwrapping, the $2\pi$ phase multiples are computed. For high phase rate regions, the application of first step makes it impossible to recover the absolute phase, as the principal values estimates are of poor quality. This is in contrast with the $Z\pi M$ algorithm, where the first step, the $Z$-step, is an unwrapping applied over the observed interferogram.

To evaluate the performance of the $Z\pi M$ algorithm, a Gaussian shaped surface whit high phase rate, and 0dB of signal to noise ratio was considered. We have compared the computed estimates with those provided by the best path following and minimum-norm schemes, namely the Golstein’s branch cut, the quality guided, the Flynn’s minimum discontinuity, the weighted least-square, and the $L^0$ norm. The proposed algorithm yields good results, performing better and in some cases much better than the s technique just referred.

Concerning computer complexity, the $Z\pi M$ algorithm takes, approximately, a number of floating point operations proportional to the 1.5 power of the number of pixels. By far, the $Z$-step is the most demanding one, using a number of floating point operations very close to the Flynn’s minimum discontinuity algorithm. Since the proposed scheme needs roughly four $Z$-steps, is has, approximately 4 times the Flynn’s minimum discontinuity algorithm complexity.

Concerning future developments, we foresee the integration of the principal phase values in the posterior density as a major research direction. If this goal would be attained then the wrapp-count image would be the only unknown of the obtained posterior density and, most important, there would be no need for iterativeness in estimating the wrapp-count image. After obtaining this image, the principal phase values could be obtained using the $\pi$-step of the $Z\pi M$ algorithm.
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Abstract. This paper addresses the problem of minimizing an energy function by means of a monotonic transformation. With an observation on global optimality of functions under such a transformation, we show that a simple and effective algorithm can be derived to search within possible regions containing the global optima. Numerical experiments are performed to compare this algorithm with one that does not incorporate transformed information using several benchmark problems. These results are also compared to best known global search algorithms in the literature. In addition, the algorithm is shown to be useful for a class of neural network learning problems, which possess much larger parameter spaces.

1 Introduction

Typically, the overall performance of an application in computer vision, pattern recognition, and many other fields of machine intelligence can be described or approximated by a multivariate function, where the best solution is achieved when the function attains its global extremum. This function to be optimized, the so-called objective function or energy function, is usually formulated to be dependent on a certain number of state variables or parameters. Due to the complexity of physical systems, this objective function is very likely to be nonlinear with respect to its parameters. Depending on the number of parameters and the intrinsic problem nature, the task of locating the global extremum can be extremely difficult. This is due to the unsolvable nature of the general global optimal value problem [17] and the omni-presence of local extrema, whose number may increase exponentially with the size of the parameter vector. Furthermore, in real world applications, there may be flat regions which can mislead gradient-based search methods. Worst still, difficulties may arise when these gradients are different by many orders of magnitude.

As it remains to be the most challenging task to come out with a generic and practical characterization for global optimality, main research effort has been focused on specially structured optimization problems and exhaustive means [6, 7]. While a multitude of ideas have been attempted in devising effective search methods for global solutions via numerical means, the various approaches can
nevertheless be broadly classified as follows: (i) deterministic approaches, (ii) probabilistic/heuristic approaches, and (iii) a mix of deterministic and probabilistic methods. Conceptually, most deterministic methods adopt strategies that are covering-based or grid-search-based, and those that use an ingenious tunneling mechanism or trajectory trace to search through the domain of interest for the global solution [1, 7, 18]. Improvements from such strategies are usually in the form of reducing the computational requirements by narrowing down the search progressively, and discarding regions which are not likely to contain the global optima [6, 7]. For probabilistic methods, various random search methodologies which inherit the ‘hill-climbing’ capability are employed to locate the global optima (see e.g. [2, 6]). Theoretically, probabilistic methods do not guarantee (this, indeed, is a deterministic requirement) that global optimal solutions are reached within finite search instances, even though asymptotic assurance can usually be achieved. The third class of methods attempts to combine merits of both deterministic and probabilistic methods to achieve efficient means in attaining the global optimal solution.

In this article, the following two issues are addressed: (i) to provide an observation on global optimality of functions under monotonic transformation, and (ii) to illustrate the usefulness of such observation using a deterministic search procedure which is derived from the well-established nonlinear programming literature. We show that it is possible to make use of a structurally known transformation to ‘extract’ the required structural information from the function of interest. In short, by a notion of “relative structural means for relative structural information”, we propose to use the monotonic transformation for characterization of global optimality.

The paper is organized as follows: in next section, we provide notations and definitions related to the subject matter. In section 3, the necessary and sufficient conditions for global optimality based on monotonic transformation are shown. Based on this, regions that contain the global optimal solutions are identified using a level set. In section 4, a global descent algorithm is derived to search within this level set for global optimal solutions. This is followed by section 5 where we compare two settings of our search procedure numerically with one that does not use the proposed transformation. The results in terms of the number of function evaluations and standard CPU time required are also compared with best known global optimization algorithms in the literature. In section 6, we further illustrate the usefulness of the algorithm for neural network applications which represent systems of a larger scale. Finally, some concluding remarks are drawn.

2 Notations And Definitions

Unless otherwise stated, vector and matrix quantities are denoted using bold lowercase characters and bold uppercase characters respectively, to distinguish from scalar quantities. The superscript ‘T’ on the respective character is used to denote matrix transposition.
2.1 Minimization problem

Let $D$ be a $p$-dimensional compact subset of real space ($\mathbb{R}^p$) and $f$ be a continuous function from $D$ to $\mathbb{R}$. Since maximization of the function $f$ is equivalent to minimization of $(-f)$, without loss of generality, we define the problem of global optimization to be

$$(P): \arg \min_{\theta} f(\theta), \quad \theta \in D,$$

assuming existence of at least a solution (see Definition 1, as will be defined next).

2.2 Solution and solution set

In this context, we refer to the solution and solution set of a minimization problem as:

**Definition 1** Let $f$ be a function to be minimized from $D$ to $\mathbb{R}$ where $D \subseteq \mathbb{R}^p$ is non-empty and compact. A point $\theta \in D$ is called a feasible solution to the minimization problem. If $\theta^*_g \in D$ and $f(\theta) \geq f(\theta^*_g)$ for each $\theta \in D$, then $\theta^*_g$ is called a global optimal solution (global minimum) to the problem. If $\theta^* \in D$ and if there exists an $\varepsilon$-neighborhood $N_\varepsilon(\theta^*)$ around $\theta^*$ such that $f(\theta) \geq f(\theta^*)$ for each $\theta \in D \cap N_\varepsilon(\theta^*)$, then $\theta^*$ is called a local optimal solution (local minimum). The set which contains both local optimal solutions and global optimal solutions is called a solution set (denoted by $\Theta^*$).

3 Global Optimality

3.1 Global optimality of functions under monotonic transformation

Denote $\mathbb{R}^+ = (0, \infty)$. Consider a strictly decreasing transformation $\phi$ on the function to be minimized. Denote by $\phi^\gamma(\cdot)$ a transformation which is raised to some power $\gamma \in \mathbb{R}$. We shall make use of the following observation for our development.

**Proposition 1.** Let $f : D \to \mathbb{R}$ be a continuous function where $D \subseteq \mathbb{R}^p$ is compact. Let $\phi : \mathbb{R} \to \mathbb{R}^+$ be a strictly decreasing function. Suppose $\theta^* \in D$. Then $\theta^*$ is a global minimizer of $f$ if and only if

$$\lim_{\gamma \to \infty} \frac{\phi^\gamma(f(\theta))}{\phi^\gamma(f(\theta^*))} = 0, \quad \forall \theta \in D, f(\theta) \neq f(\theta^*).$$

**Proof:** This follows from the fact that $\frac{\phi^\gamma(f(\theta))}{\phi^\gamma(f(\theta^*))} > 0$ so that $\lim_{\gamma \to \infty} \frac{\phi^\gamma(f(\theta))}{\phi^\gamma(f(\theta^*))} = 0$ is equivalent to $\frac{\phi(f(\theta))}{\phi(f(\theta^*))} < 1$. □

Consider the solution set as defined by Definition 1. Then, using a more structured convex transformation $\phi$, the following result is a direct consequence of Proposition 1.
Proposition 2. Let \( f : D \to \mathcal{R} \) be a continuous function where \( D \subseteq \mathcal{R}^p \) is compact. Let \( \phi : \mathcal{R} \to \mathcal{R}^+ \) be a strictly decreasing and convex function. Denote by \( \Theta^* \) the solution set given by Definition 1. Suppose \( \theta^* \in \Theta^* \). Then \( \theta^* \) is a global minimizer of \( f \) if and only if
\[
\lim_{\gamma \to \infty} \frac{\phi^\gamma(f(\theta))}{\phi^\gamma(f(\theta^*))} = 0, \quad \forall \theta \in \Theta^*, \quad f(\theta) \neq f(\theta^*). \tag{3}
\]

Remark 1: Consider \( x_0, x_1, x_2 \in \mathcal{R} \) and suppose \( x_0 = (1-\alpha)x_1 + \alpha x_2, x_1 \neq x_2, 0 < \alpha \leq 1 \). Let \( \phi(x_2) = \phi(x_1) - \delta \) for some \( x_1 < x_2 \) and \( 0 < \delta < \phi(x_1) \). Since \( \phi(\cdot) \) is strictly decreasing and convex, it follows that
\[
\phi^\gamma(x_0) \leq [(1-\alpha)\phi(x_1) + \alpha\phi(x_2)]^\gamma, \quad 0 < \alpha \leq 1
\]
\[
= \left[ \phi(x_1) \left(1 - \frac{\alpha\delta}{\phi(x_1)} \right) \right]^\gamma, \tag{4}
\]
which implies that
\[
\frac{\phi^\gamma(x_0)}{\phi^\gamma(x_1)} \leq \left(1 - \frac{\alpha\delta}{\phi(x_1)} \right)^\gamma, \quad 0 < \alpha \leq 1. \tag{5}
\]
For any arbitrary \( \delta \in (0, \phi(x_1)) \), we see that the ratio of any transformed points between \( x_1 \) and \( x_2 \) over the transformed \( x_1 \) (i.e. \( \phi^\gamma(x_0)/\phi^\gamma(x_1) \)) is held under a prescribed curve \((1 - \alpha\delta/\phi(x_1))^\gamma \) for \( 0 < \alpha \leq 1 \). The result of such transformation is a structured magnifying effect preserving the relative orders of all extrema. Suppose \( x_1 \) is the global minimizer, we see that for any \( \gamma > 1 \), its neighborhood value \( x_0 \) will be held \((1 - \alpha\delta/\phi(x_1))^\gamma \) times below the value of \( \phi^\gamma(x_1) \). We shall illustrate this with an example. \( \square \)

3.2 An illustrative example

Visually, the role of \( \phi \) is to magnify the relative ordering of global minima and local minima, but in a reverse sense. Notice that in the minimization case, a small value of \( f \) is mapped to a relatively much higher value of \( \phi \) because \( \phi \) is strictly decreasing and convex. This effect of relative ordering of minima is even more noticeable when \( \phi \) is raised to a high power \( \gamma \).

Consider the 2-dimensional Rastrigin function [17] for minimization within \([-1, 1]^2\). Let \( \phi^\gamma(f) = e^{-\gamma(f-f_L)} \) where \( f_L \in \mathcal{R} \) denotes a reference function value. It can be shown that this transformation function is convex and strictly decreasing. In order to maintain similar scalings for the plots, we take \( f_L = f^*_g \) (\( f^*_g \) is the global minimum value) in this illustration. The 3-D mesh plot for the original Rastrigin function is shown in Fig. 1-(a). Here we see that determining a threshold level directly on \( f \) which will differentiate the global minimum from the other local minima is difficult.

The 3-D mesh plots for three versions of the transformed function using \( \gamma = 1, 4, 20 \) are shown in Fig. 1-(b),(c),(d) respectively. It is clear from Fig. 1 that transformation with a high \( \gamma \) value has made the global minimum ‘stands
out' from all other local minima. Effectively, the monotonically decreasing convex transformation suppresses local minima to a greater extent than the global minimum, and hence allowing the global minimum to emerge among the omnipresence of local minima.

![Rastrigin function](image)

**Fig. 1.** Rastrigin function $f$: (a) before transformation, and (b)-(d) after transformation using $\phi^\gamma(f) = e^{-\gamma(f-f_k)}$, $\gamma = 1, 4, 20$

### 3.3 A sufficient condition

**Lemma 1.** Let $f : \mathcal{D} \rightarrow \mathcal{R}$ be a function to be minimized where $f$ is continuous on the compact set $\mathcal{D}$. Let $\phi : \mathcal{R} \rightarrow \mathcal{R}^+$ be a strictly decreasing function. Denote by $\Theta^*$ the solution set given by Definition 1. Let $0 < \eta < 1$ and suppose $\theta^* \in \Theta^*$. If there exists $\gamma_o > 1$ such that

$$\phi^\gamma(f(\theta)) \leq \eta\phi^\gamma(f(\theta^*)), \quad f(\theta) \neq f(\theta^*)$$

for all $\gamma \geq \gamma_o$ and for all $\theta \in \Theta^*$, then $\theta^*$ is a global minimizer of $f$.

**Proof:** Let $\theta \in \Theta^*$ where $f(\theta) \neq f(\theta^*)$. By the hypothesis in the lemma, there exists $\gamma_o > 1$ such that $\phi^\gamma(f(\theta)) \leq \eta\phi^\gamma(f(\theta^*))$ for all $\gamma \geq \gamma_o$. Thus

$$\frac{\phi^\gamma(f(\theta))}{\phi^\gamma(f(\theta^*))} \leq \eta < 1 \quad \text{for} \quad \gamma > \gamma_o.$$  

Passing to limit, we have $\lim_{\gamma \to \infty} \frac{\phi^\gamma(f(\theta))}{\phi^\gamma(f(\theta^*))} = 0$. By Proposition 1, $\theta^*$ is a global minimizer.

**Remark 2:** When a structured magnifying effect as shown in section 3.2 is required, Lemma 1 can be adapted according to Proposition 2 for a $\phi$ which is strictly decreasing and convex.

For the most general problem of global optimization, the global optimal value is unknown. While noting that it is difficult to enumerate the entire solution set to validate (6) for all $\theta \in \Theta^*$ assuming $\gamma_o$ exists, we shall observe in what follows, how Lemma 1 can be utilized to solve problem $(P)$. 

$\square$
Denote the global minimizer by $\theta_g^*$ and let $f_g^* := f(\theta_g^*)$. Suppose we have a $\gamma$ satisfying Lemma 1. Let

$$\eta \phi^\gamma(f_g^*) < \zeta \leq \phi^\gamma(f_g), \quad \eta \in (0, 1).$$

(7)

Then, the problem of locating $\theta_g^*$ in $(\mathcal{P})$ can be narrowed down to a search on

$$(\mathcal{P}') : \text{arg min}_\theta f(\theta) \quad \text{subject to} \quad \theta \in L_\phi(\zeta),$$

where

$$L_\phi(\zeta) = \{\theta | \phi^\gamma(f(\theta)) \geq \zeta, \theta \in \mathcal{D}\}$$

is a level set containing $\theta_g^*$. Here, it is required to locate a $\zeta > 0$ (which satisfies (7)) cutting on $\phi^\gamma(f(\theta))$ so that the global solutions are segregated from all other local solutions. As illustrated, the task of locating such a cutting level $\zeta$ in Fig. 1-(d) is easier than that in Fig. 1-(a) since the range of $\zeta$ given by (7) is larger than that given by $f^* < \zeta \leq f_g^*$ (where $f^*$ denotes the second lowest minimum value of $f$) on the original function. Moreover, for practical reasons, the right-hand-side of (7) can be relaxed and $(\mathcal{P}')$ can be solved for the best achievable solution closest to qualifying $\phi^\gamma(f(\theta)) \geq \zeta > \eta \phi^\gamma(f_g^*), \eta \in (0, 1)$ and $\theta \in \mathcal{D}$. We shall observe, for the following types of problems, how such cutting level can readily be located for the transformed function.

(i) Minimization of functions with known minimum value or its infimum

There is a class of minimization problems where the global minimum value is known a priori. For instance, the problem of solving $f(\theta) = 0$ can be reformulated as a problem minimizing $(f(\theta))^2$ for $\theta$. This class of problems is, indeed, solvable by the argument using level sets [17]. By our characterization, global optimality is attained at $\phi^\gamma(0)$ where a cutting level at $\zeta \in (\eta \phi^\gamma(0), \phi^\gamma(0))$, $\eta \in (0, 1), \gamma > 1$ can be easily chosen to segregate all other local minima for a sufficiently high $\gamma$ value that results in a small $\eta$ value. In short, we can simply choose a $\zeta$ that is close to $\phi^\gamma(0)$.

Instead of a known global minimum value, another class of minimization problems may come with knowledge of only an infimum or a lower bound of the global minimum value. This includes approximation problems using least squares type of error criterion where the lowest possible objective function value is approaching zero. Here, zero is a lower bound of the unknown global minimum value. For such cases, a level set can be defined with respect to the required solution quality. For instance, given an approximation problem: $f(\theta) = (g^* - g(\theta))^2$ where the function $g \in \mathcal{R}$ on $\theta \in \mathcal{R}^p$ is to approximate $g^* \in \mathcal{R}$ within a certain error tolerance: $f \leq \epsilon = f^* + \epsilon, \epsilon > 0, f^* \in (0, \epsilon)$. In this case, a cutting level constraint can be selected with respect to the error tolerance at $\zeta = \phi^\gamma(\epsilon)$, $\gamma > 1$ when minimizing $f$. 


(ii) **Minimization of functions without prior knowledge of global minimum value**

For functions with no prior knowledge of the global minimum values or the lower bounds, the following iterative procedure can be adopted to locate a cutting level on the transformed function segregating the global optimal solution from those local ones.

1. **Initialization**: Select a $\gamma > 1$ and initialize a level offset $f_L \in \mathcal{R}$ with respect to an arbitrary estimate $\theta_0 \in \mathcal{D}$, i.e. set $f_L \leq f(\theta_0)$. Set initial cutting level for the transformed function as $\zeta_0 = \phi^\gamma(0) + \Delta_0$ for some $\Delta_0 > 0$.

2. **Search**: Locate a local minimizer $\theta_1$ of $f$ satisfying $\phi^\gamma(f(\theta) - f_L) \geq \zeta_0$ and $\theta \in \mathcal{D}$. If such a solution exists, set $f_L \leq f(\theta_1)$, $\zeta_1 = \phi^\gamma(0) + \Delta_1$ for some $\Delta_1 > 0$ and continue to locate the next local minimizer $\theta_2$ of $f$ satisfying $\phi^\gamma(f(\theta) - f_L) \geq \zeta_1$ and $\theta \in \mathcal{D}$ ···

3. **Termination**: The search terminates until no minimizer $\theta_{k+1}$ can be found for the current choice of $f_L$ equal to the local minimum value $f(\theta_k)$ and with smallest possible $\Delta_k > 0$.

While leaving the implementation details to next section, we shall illustrate by an example the fact that the problem of locating such a cutting level becomes ‘easier’ \(^1\) as the level search proceeds on a transformed function.

### 3.4 A global level search example

Consider the following univariate function to be minimized:

$$f(x) = x^4 - \cos(20x), \quad -1 \leq x \leq 1. \quad (10)$$

Note that since the concept applies to multivariate case as well, this example is used without loss of generality. The plot for this function is shown in Fig. 2(a) where we have a unique global optimal solution at $x = 0$. Suppose we do not have prior knowledge of the global minimum value $f_0^* = -1$. We see that even a small difference between two cutting levels on $f$ near the global optimal value can result in minimizers which are far apart. Hence, if a search is performed directly on this function, it is difficult to locate a level such that it just segregates the ultimate minimum from other minima. The situation can be worse if the function is extremely flat near the global solution.

Now, consider the following transformation function where its monotonicity and convexity can be easily verified by checking its first and second derivatives:

$$\phi(f) = \left\{-\log \left[ \frac{1}{1 + e^{-100(f-f_L)}} \right] \right\}^\gamma. \quad (11)$$

\(^1\)In the sense of obtaining a clear cutting level on $\phi^\gamma(f(\theta))$ that segregates the global minima from local minima.
Fig. 2. Level search over the transformed function

The plots for φ over f, and φ over x, are shown in Fig. 2(b) and (c), respectively, with f_L = 0. We note that this particular transformation suppresses function values which are greater than zero.

As we have seen in section 3.2, a high γ eases the task of locating a suitable level to segregate the global minima from local ones (hopefully within a single step). While not expecting to conduct an exhaustive level search for all the local minima in a descending order under most circumstances, we shall walk through a step by step level search, illustrating the convergence. Here, to illustrate only the effect of the level offset, we have set γ = 2 for all cases in the figure.

The plots for φ(f(x)) over x which are offset at (f - f_{L1}) through (f - f_{L3}) corresponding to those descending local minima are shown in Fig. 2, (d) through (f) respectively. We see that as the level offset moves downwards, starting from the highest local minimum at f_{L1}, the convex monotonic transformation suppresses f values which are equal to or greater than this local minimum value. At the same time, those minima lower than the current level offset are stretched further apart with their relative ordering preserved. When the level offset reaches the second lowest minimum value (f_{L3}), all other local minima are flattened to almost zero as seen in the transformed function, except the case for φ(f - f_{L3}) ≈ 0.5 and the case for a higher value of transformed global minimum. Notice that the transformed function becomes sharper as the level offset approaches the global solution. Existence of a cutting level ζ on the transformed function becomes more obvious as the search proceeds. Hence the convergence in locating such a cutting level.

4 Global Descent Search

Having identified those regions that contain the global optimal solutions in previous section, the well-established constrained search methodologies can be applied to locate the global solutions. Here, we adopt the penalty function method to arrive at a simple and easily reproduceable search utilizing only information
from first-order partial derivatives of the objective function. In all subsequent developments, we use $\phi(\cdot) = e^{-\cdot}$ as the transformation function.

### 4.1 Penalty function method

To perform a search within those regions containing the global minima, the unconstrained minimization problem is re-formulated into a constrained one. Here, those regions defined by a cutting level on the transformed function are used as constraints to the minimization problem. In a more formal way, problem ($P$) in (1) is re-formulated as ($P'$) given by (8) and (9), and a search is performed on ($P'$).

Consider the translated minimization problem $\min (f - \xi), \xi \in \mathcal{R}$. Since only translation is involved, the problem of locating $\theta_g^*$ from minimizing $f$ is equivalent to that of minimizing $(f - \xi)$. Suppose $\xi \leq f_g^*$, then for $s = (f - \xi)^2$, we can further treat

$$\arg \min_{\theta} (f(\theta) - \xi) = \arg \min_{\theta} s(\theta).$$

(12)

Thus, instead of performing a search directly on $f$, we can perform a search on $s$ for $\theta_g^*$ when $\xi \leq f_g^*$. This dependency on $\xi$ will be removed in subsequent derivation of a search algorithm.

Suppose there are $l$ constraint functions which specify conditions in (9):

$$h(\theta) = [h_1(\theta), h_2(\theta), \ldots, h_l(\theta)]^T \leq 0,$$

(13)

where $h_1(\theta) = \zeta - e^{-\gamma(f(\theta)-f_L)}$ and $h_2(\theta), \ldots, h_l(\theta)$ are defined by the boundaries given by the domain of interest $\mathcal{D}$ (e.g. $h_2(\theta) = -\theta_1 - 10 \leq 0$, $h_3(\theta) = \theta_1 - 20 \leq 0$, $h_4(\theta) = -\theta_2 - 5 \leq 0$, and so on).

Let

$$\bar{h}_j(\theta) = \max\{0, h_j(\theta)\}, \text{ } j = 1, 2, \ldots, l$$

(14)

and define for $j = 1, 2, \ldots, l$,

$$\nabla \bar{h}_j(\theta) = \begin{cases} 
\nabla h_j(\theta) \text{ if } h_j(\theta) \geq 0 \\
0 \text{ if } h_j(\theta) < 0 
\end{cases}. $$

(15)

Then (15) can be packed for $j = 1, 2, \ldots, l$ as

$$\bar{H}^T = \nabla \bar{h}(\theta) = [\nabla \bar{h}_1(\theta), \nabla \bar{h}_2(\theta), \ldots, \nabla \bar{h}_l(\theta)] \in \mathcal{R}^{p \times l}.$$ 

(16)

Using a quadratic penalty function [13], the above constrained minimization problem can be written as:

$$(P_c): \quad \arg \min_{\theta} q(c, \theta)$$

(17)

where

$$q(c, \theta) = s(\theta) + cP(\theta),$$

(18)

$$P(\theta) = \psi(\bar{h}(\theta)) = \bar{H}^T(\theta)\bar{h}(\theta) = \sum_{j=1}^l (\bar{h}_j(\theta))^2,$$

(19)
and $c > 0$ is a large penalty coefficient. $\hat{h}_j(\theta)$ is defined in (14).

In [13], it has been shown that as $c \to \infty$, the solution to the minimization problem $(\mathcal{P}_c)$ given by (17) will converge to a solution of the original constrained problem $(\mathcal{P}')$ given by (8). Here, we shall consider the problem of finding the solution of $(\mathcal{P}_c)$ (17)-(19) in the sequel.

Let $F^T = \nabla f$. For the unconstrained objective function given by $s(\theta)$ and the penalty function given by $P(\theta)$ in (19), we note that their first- and second-order partial derivatives are written as:

$$
\nabla s(\theta) = 2F^T(f - \xi), \quad \nabla^2 s(\theta) = 2(F^TF + (f - \xi)\nabla^2 f) = 2(F^TF + R_s),
$$

$$
\nabla P(\theta) = 2H^T\hat{h}, \quad \nabla^2 P(\theta) = 2(H^TH + R_h).
$$

Also, the functional dependency on $\theta$ (and so in the subsequent derivations) are omitted when clarity is not affected. The following descent algorithm is derived to search for the global minima.

### 4.2 A global descent algorithm

It can now be assumed further that the first partial derivatives of $P(\theta)$ are continuous including those points when $\hat{h}_j(\theta) = 0, j = 1, 2, \ldots, l$ following [13]. Taking the quadratic approximation of $q(c, \theta)$ (17) about $\theta_o$, we have

$$
q(c, \theta) \approx s(\theta_o) + (\theta - \theta_o)^T\nabla s(\theta_o) + \frac{1}{2}(\theta - \theta_o)^T\nabla^2 s(\theta_o)(\theta - \theta_o)
$$

$$
+ c[\nabla P(\theta_o) + (\theta - \theta_o)^T\nabla P(\theta_o) + \frac{1}{2}(\theta - \theta_o)^T\nabla^2 P(\theta_o)(\theta - \theta_o)].
$$

The first-order necessary condition for optimality requires that

$$
\nabla s(\theta_o) + \nabla^2 s(\theta_o)(\theta - \theta_o) + c[\nabla P(\theta_o) + \nabla^2 P(\theta_o)(\theta - \theta_o)] = 0,
$$

which can also be written as

$$
\theta = \theta_o - [\nabla^2 s(\theta_o) + c\nabla^2 P(\theta_o)]^{-1}(\nabla s(\theta_o) + c\nabla P(\theta_o))
$$

$$
= \theta_o - \left[F^TF + R_s + cH^TH + cR_h\right]^{-1}\left(F^TF(f - \xi) + cH^TH\right).
$$

If we drop the second-order derivative terms $R_s$ (which is unknown) and $R_h$, we can formulate a search algorithm as follows:

$$
\theta_{i+1} = \theta_i - \left[F^TF + cH^TH\right]^{-1}\left(F^TF(f - \xi) + cH^TH\right).
$$

(21)

Since $f$ is always greater than $\xi$ for all $\xi \leq f^*_g$, the term $(f - \xi)$ can be replaced by a unit positive term. The required magnitude of search is then taken care of by a line search procedure. Hence, no specific knowledge about $\xi$ (and hence $f^*_g$) is needed. To avoid the search from ill-conditioning when $F^TF + cH^TH$ is singular, the above algorithm can be further modified according to Levenberg-Marquardt’s method [12, 14] as follows:

$$
(A): \quad \theta_{i+1} = \theta_i - \beta \left[F^TF + cH^TH + \alpha I\right]^{-1}\left(F^TF + cH^TH\right).
$$

(22)
where $0 < (\alpha, \beta) \leq 1$ and $I$ corresponds to a $(p \times p)$ identity matrix. In this application, a simple line search sequence is constructed as: $\beta_{k+1} = \beta_k / 2$, $k = 0, 1, 2, \ldots$.

Remark 3:- Since the local maxima of $\phi$ are ‘flattened’ by raising $\phi$ to high power, the resultant constraint function characterizing the global optimality may be ill-conditioned, i.e. its derivative at regions other than neighborhood of global optima may also be too ‘flat’ to be useful. Hence, implementation of algorithms utilizing derivatives of the constraint function requires careful selection of $\gamma$ such that the global optima are segregated and, at the same time, it does not cause ill-conditioning of the constraint function. For the case of $\phi(\cdot) = e^{-\cdot}$, introduction of $f_L$ into the transformed functional constraint (i.e. $\phi^\gamma(f(\theta) - f_L) \geq \zeta$) can help in achieving a good scaling effect since $e^{-\gamma(f-f_L)} = e^{\gamma f_L} e^{-\gamma f} = \rho e^{-\gamma f}$. Moreover, the penalty constant $\rho$ provides an additional scaling means for the constrained direction $H^T H$. We shall show in our numerical examples some practical choices of $\gamma$, $c$, $f_L$ and $\rho$. \hfill \Box

5 Benchmark Experiments

To illustrate the effectiveness of a search utilizing regions characterized by the proposed monotonic transformation as compared to one that does not use transformation, we conduct numerical experiments on algorithm ($A$), adopting those level cutting methods according to section 3.3(i) and (ii) (abbreviated as GTL(i) and GTL(ii) respectively), and on an algorithm (GOL) which uses a direct cutting level on the original function to define feasible regions containing the desired solution (i.e. $L_f(\epsilon) = \{\theta | f(\theta) \leq \epsilon, \theta \in D\}$). Several benchmark problems (see Table 1 and [17]) which are considered to be useful for evaluating different aspects of nonlinearity are experimented.

The performance criteria compared include the number of gradient evaluations (equal to the iteration number $i$ in the algorithm) and the number of function evaluations required to arrive at the global minimum within a certain level of accuracy. All examples use those corners defining the domain of interest as initial estimates according to comparative results from the literature. To provide an idea on the physical computing speed, the CPU time taken in standard units (the real time for optimization divided by the real time for 1000 evaluations of Shekel-5 at $(4,4,4,4)$ for each search processes are also recorded. Noting that the error tolerances as seen in [2] and [1] were set to 1% and $10^{-6}$ respectively, we think an accuracy of 0.1% with respect to the known global minimum value would be suitable for algorithm termination in these applications.

For GTL(i), since the global minimum function values ($f_g^*$) are assumed to be known, we set the scaling parameter $\rho = e^{\gamma f_L}$ with $f_L = f_g^*$ throughout all experiments. As for the case of unknown global minimum value, the procedure in section 3.3(ii) is adopted for GTL(ii) starting with $f_L = f(\theta_0) - \delta f_L$ ($\theta_0$ is the initial estimate) and lower this $f_L$ value with level step-size $\delta f_L$ whenever $f(\theta_i) \leq f_L$ as the search proceeds.
For comparisons to be consistent, similar parameter settings are maintained for all GOL, GTL(i) and GTL(ii) search procedures ($c = 10^8$ and $\alpha = 0.0001$). The cutting level constraint on the non-transformed function for GOL is set according to the desired accuracy ($\epsilon = 0.1\%$ in $L_f(\epsilon)$). Other parameters for GTLs are chosen as: $\gamma = 4$ for both GTL(i) and GTL(ii); $\zeta = 0.9999$ for GTL(i) and $\zeta = 1.04$ for GTL(ii) throughout except for the choices of level step-size $\delta_{f_L}$ which are shown in the legends of Table 1. Here, we note that a minimum value of $f_L$ has been set for S5, S7 and S10 at $-1.3$, $-1.4$ and $-1.3$ respectively.

On top of the constraint imposed by global characterization, all search procedures are performed with additional constraints which are defined by the bounding box specifying the domain of interest. To make the global constraint function more dominating, a scaling factor of 100 was used.

5.1 Comparative results

For all functions, as in other comparative reports (e.g.[1]), every corner of the bounding box defining the domain of interest was chosen as initial estimate for the iterative search. The average number of function evaluations for those runs that achieved the desired solutions are summarized in Table 1, together with best known reported results as seen in [1,2,9]. The average CPU times for each function in standard units are presented in Table 2. From Table 1, except for GP, BR and H3 problems, significant improvements are seen for GTLs over GOL in terms of convergence of search arriving at desired solutions. While GTL(i) and GTL(ii) searches remained to be simple in design, we note that their speed of convergence in terms of number of function evaluations required and standard CPU time taken are comparable to, if not better than, the fastest global search algorithm reported. Also, we note that the number of function evaluations required for GTL(i) and GTL(ii) is apparently independent of the dimension of problems.

Remark 4:- Main reason for the fast convergence in above applications is that there is no re-start along the search so long as the choice of $f_L$ or $\delta_{f_L}$ provides good scaling of the constraint function. This is different from most existing design of global search engines. Effectively, the constrained algorithm when well implemented, shall lead to global optimal solutions with high probability. However, in its present form, we note that the algorithm cannot guarantee to attain the global solutions. Nevertheless, the proposal remains a simple and scientifically reproducible means to be further explored. We shall leave those issues related to good implementation of the search algorithm for our future work. In the following, we show that this simple search can improve local search in artificial neural network learning problems.

6 FNN Application: Parity Patterns Learning

Pattern learning using the artificial Neural Networks represents an important application area in Computer Vision and Pattern Recognition (see e.g. [11]).
Table 1. Best known results in terms of number of function evaluations required by different methods

<table>
<thead>
<tr>
<th>Method</th>
<th>GP</th>
<th>BR</th>
<th>CA</th>
<th>RA</th>
<th>SH</th>
<th>H3</th>
<th>H6</th>
<th>S5</th>
<th>S7</th>
<th>S10</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDE</td>
<td>5429</td>
<td>2700</td>
<td>10822</td>
<td>241215</td>
<td>3416</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EA</td>
<td>460</td>
<td>430</td>
<td>2048</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MLSL</td>
<td>148</td>
<td>206</td>
<td>-</td>
<td>-</td>
<td>197</td>
<td>487</td>
<td>404</td>
<td>432*</td>
<td>564</td>
<td></td>
</tr>
<tr>
<td>IA</td>
<td>-</td>
<td>-</td>
<td>1354</td>
<td>326</td>
<td>-</td>
<td>7424</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TUN</td>
<td>-</td>
<td>-</td>
<td>1469</td>
<td>-</td>
<td>12160</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TS</td>
<td>486</td>
<td>492</td>
<td>540</td>
<td>727</td>
<td>508</td>
<td>2845</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ACF</td>
<td>394</td>
<td>20</td>
<td>52</td>
<td>158</td>
<td>-</td>
<td>78</td>
<td>249</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TRUST</td>
<td>103</td>
<td>55</td>
<td>31</td>
<td>59</td>
<td>72</td>
<td>58</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GOL</td>
<td>385*</td>
<td>43</td>
<td>166*</td>
<td>187*</td>
<td>179</td>
<td>743*</td>
<td>1146*</td>
<td>1011*</td>
<td>775*</td>
<td></td>
</tr>
<tr>
<td>GTL(i)</td>
<td>**</td>
<td>57</td>
<td>44</td>
<td>303</td>
<td>239*</td>
<td>213</td>
<td>787</td>
<td>429*</td>
<td>58*</td>
<td>109*</td>
</tr>
<tr>
<td>GTL(ii)</td>
<td>222</td>
<td>89</td>
<td>16</td>
<td>49</td>
<td>313</td>
<td>227</td>
<td>63</td>
<td>127</td>
<td>60</td>
<td>71</td>
</tr>
</tbody>
</table>

* Unable to locate the desired solution from some initial points.
** Unable to locate the desired solution from all stated initial points.

Note: SDE is the stochastic method of Aluffi-Pentini et al.; EA is the evolution algorithms of Yong et al. or Schneider et al.; MLSL is the multilevel single-linkage method of Kan and Timmer; IA is the interval arithmetic technique of Ratschek and Rokne; TUN is the tunneling method of Levy and Montalvo; TS is the Taboo search of Cvijovic and TRUST is the method of Barhen et al. (see [9] for detailed references and results). Choices of $\delta_{fl}$ in GTL(ii) are: GP(2.55), BR(50), CA(10), RA(0.85), SH(0.85), H3(1.15), H6(3.9), S5(0.5), S7(2), S10(0.5).

Table 2. Average CPU time (unit: 1000 S5 evaluations)

<table>
<thead>
<tr>
<th>Method</th>
<th>GP</th>
<th>BR</th>
<th>CA</th>
<th>RA</th>
<th>SH</th>
<th>H3</th>
<th>H6</th>
<th>S5</th>
<th>S7</th>
<th>S10</th>
</tr>
</thead>
<tbody>
<tr>
<td>EA</td>
<td>-</td>
<td>1.50</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MLSL</td>
<td>-</td>
<td>0.25</td>
<td>-</td>
<td>-</td>
<td>0.50</td>
<td>2.00</td>
<td>1.00</td>
<td>1.00*</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>GOL</td>
<td>0.86</td>
<td>0.10</td>
<td>0.57*</td>
<td>-</td>
<td>0.28*</td>
<td>0.73</td>
<td>2.56*</td>
<td>3.23*</td>
<td>3.05*</td>
<td>2.48*</td>
</tr>
<tr>
<td>GTL(i)</td>
<td>**</td>
<td>0.14</td>
<td>0.10</td>
<td>0.44</td>
<td>0.64*</td>
<td>0.61</td>
<td>2.42</td>
<td>1.08*</td>
<td>0.21*</td>
<td>0.38*</td>
</tr>
<tr>
<td>GTL(ii)</td>
<td>0.31</td>
<td>0.14</td>
<td>0.03</td>
<td>0.07</td>
<td>0.75</td>
<td>0.50</td>
<td>0.16</td>
<td>0.39</td>
<td>0.25</td>
<td>0.27</td>
</tr>
</tbody>
</table>

* Unable to locate the desired solution from some initial points.
** Unable to locate the desired solution from all stated initial points.

In this section, we apply the penalty-based algorithm to a class of neural network learning problems which are much more complex than those benchmark problems. Due to the complexity of physical data for approximation and the interconnected nonlinear activation units, the learning problem of artificial neural network represents a highly nonlinear minimization problem with a large number of minimizing parameters (network inter-connection weights) to be solved.

Given a network function $y(x, w) \in \mathcal{R}$ (see [16] for details) where $x \in \mathcal{R}^m$ and $w \in \mathcal{R}^p$ represent the $m$-dimensional network input vector and the $p$-dimensional network weight vector respectively. A commonly adopted learning objective is to fit a certain target data by minimizing the $l_2$-error norm given by:

$$s(w) = \sum_{i=1}^{n} (y_i^t - y(x_i, w))^2,$$

(23)

where $y_i^t$, $i = 1, 2..., n$ is the sample target vector with $n$ data elements. It has been shown by several researchers (see e.g. [4, 3, 5]) that multilayer neural networks, under certain conditions, can approximate any nonlinear function to any desired accuracy using different techniques such as Kolmogorov's functional superposition theorem [10], Stone-Weierstrass theorem [see e.g. [15]] and projection pursuit method [8]. Hence, this minimization objective belongs to the class of
problems with a known lower bound for global minimum value, when a proper network size is selected.

A strictly two-layer feedforward neural network (FNN) is used to learn several parity functions which are essentially the generalized XOR pattern recognition problem. The output of the network is set to ‘1’ if an odd number of inputs are ones, and ‘0’ otherwise. Since the output changes whenever any single input unit changes, parity problems are considered challenging for evaluating network learning performance. Our aim here is to demonstrate a possible use of the penalty-based algorithm for problems with relatively large number of parameters. As comparable global search results are not available for these examples, we shall compare the global descent algorithm (GTL(l)) with \( f_L = f_g^* = 0, \rho = 10\epsilon^{f_L} \) and \( \zeta = 9.9999 \); hereon denoted as GTL) with its local line search counter-part (LS) in terms of the speed of convergence and percentage of trials reaching the global solution. Also, we shall observe the effect of increasing complexity of the target function on the convergence of the penalty-based algorithm.

The number of hidden-layer neurons \( (N_j) \) has been chosen to be the same as the number of input units in each case. Table 3 shows the algorithm settings for the parity problems considered. Here, we note that \( p \) is the dimension of the minimizing parameter space. Our largest problem to be solved is \( p = 81 \).

The training error goal (Err, which is the sum of squared error, as shown in the table) was set at 0.025 for all cases. The settings for the penalty-based search parameters were chosen to be similar for most cases as far as nonsingularity of a normalization matrix for the constraint function was maintained.

The experiment was carried out with 100 trials for each parity problem using random initial estimates from \([0, 1]^p\). The results for local search and global search are presented in Table 4 (LS: local line search, GTL: global method). To exclude extreme distributions which can affect the dominant shape of distribution, the statistics (mean, standard deviation) are obtained discarding those with number of iterations exceeding the maximum value indicated. To reflect the physical computation speed with respect to an IBM Pentium (266 MHz) compatible machine, the average CPU time for 10 iterations are also recorded in the table.

Table 3. Settings for parity-3,4,6,8 functions

<table>
<thead>
<tr>
<th>Fn</th>
<th>( N_j )</th>
<th>( p )</th>
<th>( \alpha )</th>
<th>( \gamma )</th>
<th>( c )</th>
<th>( \rho )</th>
<th>( \zeta )</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3</td>
<td>16</td>
<td>3 16</td>
<td>0.0001</td>
<td>4</td>
<td>10</td>
<td>10</td>
<td>9.9999</td>
<td>0.025</td>
</tr>
<tr>
<td>P4</td>
<td>425</td>
<td>4 25</td>
<td>0.0001</td>
<td>4</td>
<td>10</td>
<td>10</td>
<td>9.9999</td>
<td>0.025</td>
</tr>
<tr>
<td>P6</td>
<td>6491</td>
<td>6 491</td>
<td>0.0001</td>
<td>4</td>
<td>1000</td>
<td>1000</td>
<td>9.9999</td>
<td>0.025</td>
</tr>
<tr>
<td>P8</td>
<td>8181</td>
<td>8 81</td>
<td>0.0001</td>
<td>2</td>
<td>1000</td>
<td>1000</td>
<td>9.9999</td>
<td>0.025</td>
</tr>
</tbody>
</table>

As seen from Table 4, the GTL algorithm as compared to the local LS method, shows excellent improvement in terms of the number of trials (GOP) attaining the desired error goal for all cases. For the parity-3 and the parity-4 problems, the mean number of iterations is seen to be much lower for GTL algorithm as compared to that of LS algorithm. The slow convergence for the parity-6 problem and the parity-8 problem is a result of high penalty setting that contributes to a much ‘flattened’ penalized error surface. Due to signifi-
Table 4. Local and global search results for parity-3,4,6,8 functions

<table>
<thead>
<tr>
<th>LS</th>
<th>CPU (sec)</th>
<th>Number of iterations</th>
<th>GOP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
<td>Fn</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>(a)</td>
<td>P3</td>
<td>0.67</td>
<td>9</td>
</tr>
<tr>
<td>(b)</td>
<td>P4</td>
<td>0.84</td>
<td>12</td>
</tr>
<tr>
<td>(c)</td>
<td>P6</td>
<td>1.66</td>
<td>22</td>
</tr>
<tr>
<td>(d)</td>
<td>P8</td>
<td>7.30</td>
<td>37</td>
</tr>
<tr>
<td>GTL</td>
<td>CPU</td>
<td>Number of iterations</td>
<td>GOP (%)</td>
</tr>
<tr>
<td>Case</td>
<td>Fn</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>(e)</td>
<td>P3</td>
<td>0.79</td>
<td>10</td>
</tr>
<tr>
<td>(f)</td>
<td>P4</td>
<td>1.05</td>
<td>21</td>
</tr>
<tr>
<td>(g)</td>
<td>P6</td>
<td>2.31</td>
<td>144</td>
</tr>
<tr>
<td>(h)</td>
<td>P8</td>
<td>11.14</td>
<td>147</td>
</tr>
</tbody>
</table>

cant increment in dimension of weight space, the CPU times for GTL algorithm show significant increment for high parity problems as compared to those of LS algorithm.

In this FNN example, we have shown the effectiveness of the transformation based global descent design via minor increase in cost of computational complexity and design effort as compared to many existing global optimization algorithms, though there remains rooms for improvements to guarantee attaining the global optimal solution. The reader is referred to [16] for more application examples.

7 Conclusion And Future Work

Inspired by a visual warping effect, we provided a useful observation on global optimality of functions under monotonic transformation. Based on this observation, a global descent search procedure is designed to minimize the energy functions arising from applications. Comparing to an algorithm that does not use this transformation, we have shown that our approach can improve numerical sensitivity, and hence good numerical convergence, for several penalty-based search applications.

When a suitable level step size is selected, the simple penalty-based constrained search algorithm is shown to be comparable to best known global optimization algorithms in terms of number of function evaluations used, and standard CPU time taken to reach the region of the global optimum on the evaluation of several benchmark problems. The global descent search has also been shown to be applicable to a class of neural network pattern learning problems with significant improvement, on the probability to reach a neighborhood of global optimal solution, over the local line search method.

Several areas which have been identified for our future investigation include: improvement of the constrained minimization search and application to complex computer vision and pattern recognition problems such as support vector machine training and face recognition.
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Abstract. This paper addresses the issues of global optimality and training of a Feedforward Neural Network (FNN) error function incorporating the weight decay regularizer. A network with a single hidden-layer and a single output-unit is considered. Explicit vector and matrix canonical forms for the Jacobian and Hessian of the network are presented. Convexity analysis is then performed utilizing the known canonical structure of the Hessian. Next, global optimality characterization of the FNN error function is attempted utilizing the results of convex characterization and a convex monotonic transformation. Based on this global optimality characterization, an iterative algorithm is proposed for global FNN learning. Numerical experiments with benchmark examples show better convergence of our network learning as compared to many existing methods in the literature. The network is also shown to generalize well for a face recognition problem.

1 Introduction

Backpropagation of error gradients has proven to be useful in layered feedforward neural network learning. However, a large number of iterations is usually needed for adapting the weights. The problem becomes more severe especially when a high level of accuracy is required. It has been an active area of research, between late 1980s and early 1990s, to derive fast training algorithms to circumvent the problem of slow training rate as seen in the error backpropagation algorithm. Among the various methods proposed (see e.g. [6, 14]), significant improvement to the training speed is seen through the application of nonlinear optimization techniques in network training (see e.g. [1, 2, 22]). Very often, this is achieved at the expense of heavier computational requirement.\(^1\) Here, we note that most of them are local methods and training results are very much dependent on the choices of initial estimates.

In light of efficient training algorithm development and network pruning (see [5], page 150-151), exact calculation of the second derivatives (Hessian) and its

\(^1\) For example, the complexity of each step in Newton’s method is \(O(n^3)\) as compared to most first-order methods which are \(O(n)\).
multiplied forms were studied [4, 16]. In [4], it was shown that the elements of
the Hessian matrix can be evaluated exactly using multiple forward propagation
through the network, followed by multiple backward propagation, for a feed-
forward network without intra-layer connections. In [16], a product form of the
Hessian which took about as much computation as a gradient evaluation was
presented. The result was then applied to a one pass gradient algorithm, a relaxation
gradient algorithm and two stochastic gradient calculation algorithms to train
the network. From the review in [7] specifically on the computation of second
derivatives of feedforward networks, no explicit expression for the eigenvalues
was seen. Here we note that eigenvalues are important for convexity analysis.

In view of the lack of an optimality criterion for global network learning in
classification and regression applications, we shall look into the following issues in
this paper: (i) characterization of global optimality of a FNN learning objective
incorporating the weight decay regularizer, and (ii) derivation of an efficient
search algorithm based on results of (i). We shall provide extensive numerical
studies to support our claims.

The paper is organized as follows. In section 2, the layered feedforward neural
network is introduced. This is followed by explicit Jacobian and Hessian formul-
ations for forthcoming analysis. The FNN learning error function is then regu-
larized using the weight decay method for good generalization capability. Then
convexity analysis is performed in section 3 for local solution set characterization.
This paves the way for a new approach on global optimality characterization in
section 4. In section 5, the analysis results are used to derive a search algo-
rithm to locate the global minima. Several benchmark examples are compared
in section 6 in terms of convergence properties. The learning algorithm is also
applied to a face recognition problem with good convergence as well as good
generalization. Finally, some concluding remarks are drawn.

Unless otherwise stated, vector and matrix quantities are denoted using bold
lowercase characters and bold uppercase characters respectively to distinguish
from those scalar quantities. The superscript ‘T’ on the respective character is
used to denote matrix transposition. Also, if not otherwise stated, || · || is taken
to be the $l_2$-norm.

2 Multilayer Feedforward Neural Network

2.1 Neural feedforward computation

The neural network being considered is the familiar multilayer feedforward net-
work with no recurrent or intra-layer connections. The forward calculation of
a strictly 2-layer network with one output-node, i.e. network with one direct
input-layer, one hidden-layer, and one output-layer consisting a single node (i.e.
network with $(N_i-N_j-1)$ structure) can be written as:

$$y(x, w) = g \left( \sum_{j=0}^{N_j} g \left( \sum_{i=0}^{N_i} w_{ji}^h x_i \right) \cdot w_{kI}^o \right), \quad g(z_o) = g(w_{o_i}^h x_i) = 1, \ x_0 = 1, \ k = 1$$ (1)
where \( \mathbf{x} = \{ x_i, i = 1, 2, ..., N_i \} \) denotes the network input vector and \( \mathbf{w} = \{ w_{kj}^o, j = 0, ..., N_j; k = 1, w_{ij}^h, i = 0, ..., N_i; j = 1, ..., N_j \} \) denotes the weight parameters to be adjusted. \( g(\cdot) \) is a sigmoidal function given by

\[
g(\cdot) = \frac{1}{1 + e^{-\theta(\cdot)}}. \tag{2}
\]

The superscripts ‘\(^o\)’ and ‘\(^h\)’ denote weights that are connected to output-nodes and hidden-nodes respectively.

For \( n \) number of data points, input \( \mathbf{x} \) becomes a \( n \)-tuple vector (i.e. \( \mathbf{x} \in \mathcal{R}^{(N_i+1) \times n} \) for \( N_i \) number of input-nodes plus a constant bias term) and so is the output \( \mathbf{y} \) (i.e. \( \mathbf{y} \in \mathcal{R}^n \)).

### 2.2 Explicit Jacobian and Hessian for a two-layer network with single output

Here, we stack the network weights as a parameter vector \( \mathbf{w} \in \mathcal{R}^p (p = (N_j + 1) + (N_i + 1)N_j) \) as follows:

\[
\mathbf{w} = [w_{k,0}^o, ..., w_{k,N_j}, w_{1,0}^h, ..., w_{1,N_i}^h, ..., w_{N_j,0}^h, ..., w_{N_j,N_i}^h]^T. \tag{3}
\]

Consider a single data point, the first derivative of network output \( y(\mathbf{x}, \mathbf{w}) \) (1) with respect to the weights vector can be written as

\[
\mathbf{J}(\mathbf{w}) = \nabla^T y(\mathbf{x}, \mathbf{w}) = \mathbf{g}(z_k^o) \mathbf{r}^T, \tag{4}
\]

where

\[
\mathbf{r} = [1, g(z_1^h), ..., g(z_{N_j}^h), \mathbf{g}(z_1^h)w_{k,1}^o \mathbf{u}^T, ..., \mathbf{g}(z_{N_j}^h)w_{k,N_j}^o \mathbf{u}^T]^T \in \mathcal{R}^p, \tag{5}
\]

\[
\mathbf{u} = [1, x_1, ..., x_{N_i}]^T \in \mathcal{R}^{N_i+1}, \tag{6}
\]

\[
\mathbf{g}(\cdot) = \frac{e^{-\theta(\cdot)}}{1 + e^{-\theta(\cdot)}} \tag{7}
\]

\[
z_k^h = \sum_{j=0}^{N_j} g(z_j^h)w_{kj}^o, \quad g(z_0^h) = 1, \quad k = 1, \tag{8}
\]

\[
z_j^h = \sum_{i=0}^{N_i} w_{ji}^h x_i, \quad g(z_0^h) = g(w_{0i}^h x_i) = 1, \quad x_0 = 1, \quad j = 1, ..., N_j. \tag{9}
\]

The second derivative which is also termed the Hessian for the network function \( y(\mathbf{x}, \mathbf{w}) \) (1) is then

\[
\mathbf{Y} = \nabla^2 y(\mathbf{x}, \mathbf{w}) = \mathbf{g}(z_k^o)\mathbf{P} + \mathbf{g}(z_k^o)\mathbf{Q}, \tag{10}
\]

where

\[
\mathbf{g}(\cdot) = \frac{\left( e^{-\theta(\cdot)} - 1 \right) e^{-\theta(\cdot)}}{(1 + e^{-\theta(\cdot)})^3}, \tag{11}
\]

\[
\mathbf{P} = \mathbf{r}\mathbf{r}^T, \tag{12}
\]
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2.3 Learning and generalization

Since the goal of network training is not just to learn the given sample training data, here we adopt the weight decay (see e.g., [5, 9]) regularization method to provide some degree of network generalization.

Consider a target learning vector given by \( y_i, i = 1, \ldots, n \), the following learning objective for FNN \( y(x_i, w) \) is considered:

\[
s(w) = s_1(w) + bs_2(w), \quad b \geq 0
\]

where

\[
s_1(w) = \sum_{i=1}^{n} (y_i - y(x_i, w))^2 = \sum_{i=1}^{n} \epsilon_i^2(w) = \epsilon^T(w)\epsilon(w),
\]

and

\[
s_2(w) = \|w\|_2^2 = w^Tw.
\]

In what follows, we shall retain \( s_1 \) as the minimization objective for regression applications (or by setting \( b = 0 \) for \( s \) in (14)) since only fitting accuracy is required. We shall observe how the learning objective in (14) can influence generalization of FNN learning for classification in a face recognition problem.

3 Convexity Analysis

In this section, we shall analyze the convexity of the more general \( s \) such that local optimal solutions can be found. The convexity of \( s_1 \) can be directly obtained by setting \( b = 0 \) from that of \( s \). According to ([17], Theorem 4.5), convexity of a twice continuously differentiable function is conditioned by the positive semi-definiteness of its Hessian matrix.

To determine explicit conditions for our application, consider the \( l_2 \)-norm training objective given \( n \) training data in (14). The Hessian of \( s(w) \) can be written as

\[
\nabla^2 s(w) = 2 \left[ E^T(w)E(w) + R(w) + blI \right],
\]

where \( E(w) \) is the Jacobian of \( \epsilon(w) \) and

\[
E^T(w)E(w) = (\nabla y(x_i, w))(-\nabla y(x_i, w)) = J^T(w)J(w),
\]

\[
R(w) = \sum_{i=1}^{n} \frac{\partial^2 y(x_i, w)}{\partial w \partial w^T} \epsilon_i(w) \in \mathbb{R}^{p \times p}.
\]
The positive semi-definiteness of $\nabla^2 s(\mathbf{w})$ is thus dependent on the matrices $\mathbf{J}^T(\mathbf{w})\mathbf{J}(\mathbf{w})$, $b \mathbf{I}$ and $\mathbf{R}(\mathbf{w})$. By exploring the structure of the above Hessian, we present our convexity result as follows. We shall prove two lemmas before we proceed further:

**Lemma 1.** Consider $\mathbf{v} = [v_1, v_2, ..., v_n]^T \in \mathbb{R}^n$ for some $v_i \neq 0$, $i = 1, 2, ..., n$. Then, the eigenvalues of $\mathbf{v}\mathbf{v}^T$ are given by

$$\lambda(\mathbf{v}\mathbf{v}^T) = \left\{ \sum_{i=1}^{n} v_i^2, 0, ..., 0 \right\}. \tag{19}$$

**Proof:** Since $\mathbf{v}\mathbf{v}^T$ is symmetric with rank one, we have one and only one real non-zero eigenvalue which is the trace of $\mathbf{v}\mathbf{v}^T$. This completes the proof. ■

**Lemma 2.** Consider $\mathbf{v} = [v_1, v_2, ..., v_n]^T$ for some $v_i \neq 0$, $i = 1, 2, ..., n$ and

$$\mathbf{A} = \begin{bmatrix}
0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & a_1 \mathbf{v}^T & \cdots & 0 \\
0 & a_1 \mathbf{v} & \cdots & \cdots & \cdots & 0 \\
0 & 0 & a_{n-1} \mathbf{v} & \cdots & \cdots & b_{n-1} \mathbf{v} \mathbf{v}^T \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
\end{bmatrix} \in \mathbb{R}^{n^2 \times n^2}. \tag{20}$$

Then, the eigenvalues of $\mathbf{A}$ are given by $\lambda(\mathbf{A}) = \left\{ \lambda_1, ..., \lambda_{2(n-1)}, 0, ..., 0 \right\}$, where

$$\lambda_j = \frac{1}{2} \left[ b_j V \pm \sqrt{(b_j V)^2 + 4(a_j^2 V)} \right], \quad j = 1, 2, ..., n - 1, \quad \text{and} \quad V = \sum_{i=1}^{n} v_i^2.$$ 

**Proof:** Solve for the eigenvalues block by block will yield the above result. ■

Now, we are ready to perform convexity analysis for local solution set characterization. The FNN learning problem addressed, in a more precise manner, is stated as:

**Problem 1.** The problem of FNN learning is defined by the $l_2$-norm minimization objective given by (14) where $y(\mathbf{x}_i, \mathbf{w})$ is a $(N_i-N_{j-1})$ network defined by (1) with sigmoidal activation functions given by (2). The Jacobian of $y(\mathbf{x}_i, \mathbf{w})$, $i = 1, 2, ..., n$ is denoted by $\mathbf{J}^T(\mathbf{w}) = [\nabla y(\mathbf{x}_1, \mathbf{w}), \nabla y(\mathbf{x}_2, \mathbf{w}), ..., \nabla y(\mathbf{x}_n, \mathbf{w})]$ where each of $\nabla y(\mathbf{x}_i, \mathbf{w})$, $i = 1, 2, ..., n$ is evaluated using (4)-(9).

First we present a first-order necessary condition for network learning as follows:

**Proposition 1.** Given Problem 1. Then, the least squares estimate $\mathbf{\hat{w}}$ of $\mathbf{w} = [w_1, w_2, ..., w_p]^T$, $p = (N_j + 1) + (N_i + 1)N_j$ in the sense of minimizing $s(\mathbf{w})$ of (14) satisfies

$$\mathbf{\hat{w}} - \mathbf{J}^T(\mathbf{\hat{w}})[y^i - y(\mathbf{x}, \mathbf{\hat{w}})] = 0. \tag{21}$$
Proof: Minimizing $s(w)$ with respect to $w$ by setting its first derivative to zero yields the normal equation given by (21). $\hat{w}$ is the point satisfying (21). Hence the proof.

The convexity result is presented as follows:

**Theorem 1** Given Problem 1. Then $s(w)$ is convex on $w \in \mathcal{W}_c$ if

$$
\sum_{i=1}^{n} \left[ \left( \dot{g}(z^k_i) \lambda_m(P) \right)_i + \left( \dot{g}(z^k_i) \lambda_m(Q) \right)_i \right] \epsilon_i \leq b,
$$

where

$$
\lambda_m(P) = \begin{cases} 
\sum_{k=1}^{p} r^2_k, & \epsilon_i \geq 0, \\
0, & \epsilon_i < 0
\end{cases}, \quad i = 1, 2, \ldots, n,
$$

$$
[r_1, r_2, \ldots, r_p] = \left[ 1, g(z^h_1), \ldots, g(z^h_{N_j}), \dot{g}(z^h_1)w^o_{k,1}u^T, \ldots, \dot{g}(z^h_{N_j})w^o_{k,N_j}u^T \right],
$$

$$
\lambda_m(Q) = \begin{cases} 
\max_j \lambda_j, & \epsilon_i \geq 0, \\
\min_j \lambda_j, & \epsilon_i < 0, \quad j = 1, 2, \ldots, N_j,
\end{cases}
$$

$$
\lambda_j = \frac{1}{2} \left[ \dot{g} \left( z^k_j \right) w^o_{k,j} V \pm \sqrt{\left( \dot{g} \left( z^k_j \right) w^o_{k,j} V \right)^2 + 4 \dot{g} \left( z^h_j \right) V} \right], \quad j = 1, \ldots, N_j,
$$

$$
V = 1 + \sum_{i=1}^{N_j} x^2_i,
$$

with $\dot{g}(\cdot)$, $\ddot{g}(\cdot)$, $z^k_i$ and $z^h_j$ being given by (7) through (9) and (11). Moreover, when the inequality in (22) is strict, strict convexity results.

Proof: For convexity(strict convexity) of $s(w)$, we need its Hessian to be positive semidefinite(definite). From (10), (17)-(18), we know that matrices $J^T J$, $R$, $I$ are symmetric. Hence, for the Hessian $[J^T J + R + bI]$ to be positive semidefinite (definite), it is sufficient to have

$$
\lambda_{\min}(J^T J) + \lambda_{\min}(R) + b \geq 0,
$$

by Weyl’s theorem (see [10], p.181). Substitute $\lambda_{\min}(J^T J) = 0$, (10), (12) and (13) into above, and apply Weyl’s theorem again, we further have

$$
b - \sum_{i=1}^{n} \lambda_m \left( \ddot{g}(z^k_i)P \right)_i \epsilon_i - \sum_{i=1}^{n} \lambda_m \left( \ddot{g}(z^k_i)Q \right)_i \epsilon_i \geq 0
$$

where $\lambda_m(\cdot) = \lambda_{\max}(\cdot)$ when $\epsilon_i \geq 0$ and $\lambda_m(\cdot) = \lambda_{\min}(\cdot)$ when $\epsilon_i < 0$. Denote the trace of a matrix $A$ by $\text{tr}(A)$. According to Lemma 1, we have for $\epsilon_i < 0$

$$
\lambda_m \left( \ddot{g}(z^k_i)P \right)_i = 0, \quad i = 1, 2, \ldots, n,
$$

and for $\epsilon_i \geq 0$

$$
\lambda_m \left( \ddot{g}(z^k_i)P \right)_i = \left( \ddot{g}(z^k_i)\text{tr}(rr^T) \right)_i = \left( \ddot{g}(z^k_i) \sum_{k=1}^{p} r^2_k \right)_i, \quad i = 1, 2, \ldots, n,
$$
where \( r \) is given in (5). By Lemma 2 with adaptation of \( A \in \mathcal{R}^{n^2 \times n^2} \) to \( Q \in \mathcal{R}^{p \times p} \), \( p = (N_j + 1) \times (N_i + 1)N_j \), we have \( 2N_j \) number of non-zero eigenvalues which are identified as in (26) and (27). This completes the proof.

\[ \square \]

**Remark 1:** By exploiting the known canonical structure of the Hessian of the FNN, Theorem 1 presents an explicit convexity condition using eigenvalue characterization. The characterization is general since it can be applied to non-sigmoidal activation functions by replacing \( g \) and its derivatives with other activation functions. Here, we note that local optimal solution set can be characterized by Proposition 1 and Theorem 1. These results will be incorporated into global optimality characterization in the following section.

\[ \square \]

## 4 Global Optimality

In this context, we refer to the solution of a minimization problem as:

**Definition 1** Let \( f \) be a function to be minimized from \( \mathcal{D} \) to \( \mathcal{R} \) where \( \mathcal{D} \subseteq \mathcal{R}^p \) is non-empty and compact. A point \( \theta \in \mathcal{D} \) is called a feasible solution to the minimization problem. If \( \theta^*_q \in \mathcal{D} \) and \( f(\theta) \geq f(\theta^*_q) \) for each \( \theta \in \mathcal{D} \), then \( \theta^*_q \) is called a global optimal solution (global minimum) to the problem. If \( \theta^* \in \mathcal{D} \) and if there exists an \( \varepsilon \)-neighborhood \( N_\varepsilon(\theta^*) \) around \( \theta^* \) such that \( f(\theta) \geq f(\theta^*) \) for each \( \theta \in \mathcal{D} \cap N_\varepsilon(\theta^*) \), then \( \theta^* \) is called a local optimal solution (local minimum).

The set which contains both local optimal solutions and global optimal solutions is called a solution set (denoted by \( \Theta^* \)).

### 4.1 Mathematical construct

Denote \( \mathcal{R}^+ = (0, \infty) \). Consider a strictly decreasing transformation \( \phi \) on the function to be minimized. We shall use the following result (see [20] for more details) for global optimality characterization of a FNN error function.

**Proposition 2.** Let \( f : \mathcal{D} \to \mathcal{R} \) be a continuous function where \( \mathcal{D} \subseteq \mathcal{R}^p \) is compact. Let \( \phi : \mathcal{R} \to \mathcal{R}^+ \) be a strictly decreasing function. Suppose \( \theta^* \in \mathcal{D} \). Then \( \theta^* \) is a global minimizer of \( f \) if and only if

\[
\lim_{\gamma \to \infty} \frac{\phi^\gamma(f(\theta))}{\phi^\gamma(f(\theta^*))} = 0, \quad \forall \theta \in \mathcal{D}, f(\theta) \neq f(\theta^*). \tag{32}
\]

**Proof:** This follows from the fact that \( \frac{\phi^\gamma(f(\theta))}{\phi^\gamma(f(\theta^*))} > 0 \) so that \( \lim_{\gamma \to \infty} \frac{\phi^\gamma(f(\theta))}{\phi^\gamma(f(\theta^*))} = 0 \) is equivalent to \( \frac{\phi(f(\theta))}{\phi(f(\theta^*))} < 1 \).

Consider the solution set given by Definition 1, and using a more structured convex transformation \( \phi \), the following proposition is a straightforward consequence.
Proposition 3. Let \( f: \mathcal{D} \to \mathcal{R} \) be a continuous function where \( \mathcal{D} \subseteq \mathcal{R}^p \) is compact. Let \( \phi: \mathcal{R} \to \mathcal{R}^+ \) be a strictly decreasing and convex function. Denote by \( \Theta^* \) the solution set given by Definition 1. Suppose \( \theta^* \in \Theta^* \). Then \( \theta^* \) is a global minimizer of \( f \) if and only if
\[
\lim_{\gamma \to \infty} \frac{\phi^\gamma(f(\theta))}{\phi^\gamma(f(\theta^*))} = 0, \quad \forall \theta \in \Theta^*, f(\theta) \neq f(\theta^*). \tag{33}
\]

4.2 Global optimality of the modified FNN error function

Consider a feedforward neural network (FNN) with the training objective given by (14). Let \( v(w) \) be a convex monotonic transformation function given by:
\[
v(w) = \phi^\gamma(s(w)) = \rho e^{-\gamma s(w)}, \quad w \in \mathcal{R}^p, \ \rho > 0, \ \gamma > 1. \tag{34}
\]
Notice that \( v(w) \in \mathcal{R}^+ = (0, \infty) \) for all finite values of \( \rho, \gamma \) and \( s(w) \). If a lower bound or the value of global minimum of \( s(w) \) is known, then we can multiply \( s(w) \) by \( \rho = e^{\gamma s_L} \) for scaling purpose:
\[
v(w) = e^{-\gamma(s(w) - s_L)}. \tag{35}
\]
This means that the maximum value of \( v(w) \) can be pivot near to or at 1 while all other local minima can be “flattened” (relative to global minima) using a sufficiently high value of \( \gamma \). For FNN training adopting a \( l_2 \)-norm error objective, the ultimate lower bound of \( s(w) \) is zero. For network with good approximation capability, the global minimum value should be a small value where this zero bound provides a good natural scaling.

Noting that the FNN considered is a continuous function mapping on a compact set of weight space \( w \in \mathcal{W} \), characterization of global optimality for the FNN training problem is presented as follows:

Theorem 2 Consider Problem 1. Denote by \( \mathcal{W}^* \) the solution set which satisfies Proposition 1 and strict convexity in Theorem 1. Let \( v(s(w)) = \rho e^{-\gamma s(w)}, \ \rho > 0 \). If there exists \( \gamma_o > 1 \) such that
\[
\frac{v(s(w))}{v(s(w^*))} \leq \frac{1}{2}, \quad s(w) \neq s(w^*), \tag{36}
\]
for all \( \gamma \geq \gamma_o \) and for all \( w \in \mathcal{W}^* \), then \( w^* \) is a global minimizer of \( s(w) \).

Proof: The solution set \( \mathcal{W}^* \) which satisfies Proposition 1 and strict convexity in Theorem 1 defines sufficiency for local optimality of the FNN error function (14). Let \( w \in \mathcal{W}^* \) where \( s(w) \neq s(w^*) \). By the hypothesis in the theorem, there exists \( \gamma_o > 1 \) such that (36) holds for all \( \gamma \geq \gamma_o \). Thus
\[
\frac{v(s(w))}{v(s(w^*))} \leq \frac{1}{2} < 1 \quad \text{for } \gamma > \gamma_o.
\]
Passing to limit, we have \( \lim_{\gamma \to \infty} \frac{v(s(w))}{v(s(w^*))} = 0 \). By Proposition 3, \( w^* \) is a global minimizer. \qed

Remark 2: Theorem 2 shows that if we can find a \( \gamma \geq \gamma_o \) such that (36) is satisfied, then a level \( \zeta > 0 \) can be found to segregate the global minima from all
other local minima on the transformed error function $v$. For FNN training problems adopting a $l_2$-norm error function $s_1$, the global optimal value is expected to approach zero if network approximation capability is assumed (i.e. with sufficient layers and neurons). Hence, we can simply choose a cutting level $\zeta$ to be slightly less than 1 (since $v(0) = 1$ when $p = 1$) on a transformed function $v$ with sufficiently high value of $\gamma$. We shall utilize this observation for FNN training in both regression and classification problems. \hfill $\square$

5 Network Training

5.1 Global descent search

In this section, we show that the results of global optimality characterization can be directly applied to network training problem. Here, we treat network training as a nonlinear minimization problem. To achieve global optimality, the minimization is subjected to optimality conditions defined by Theorem 2. Mathematically, the network training can be written as:

$$\min_w s(w) \text{ subject to } w \in W_g^*,$$

where $W_g^*$ defines the solution set containing the global minima according to Theorem 2. Here, the condition given by Proposition 1 is used for iterative search direction design (e.g. Gauss-Newton search). While the convex characterization can be used for verification purpose, the global condition in Theorem 2 is used as a constraint to search for $w$ over a high cutting level on the transformed function:

$$v(s(w)) > \zeta \text{ or } h(w) = \zeta - v(s(w)) < 0,$$

where $\zeta$ can be chosen to be any value within $(\frac{1}{2}, 1)$.

5.2 Penalty function method

Suppose there are $l$ constraint functions\(^2\) which are put into the following vector form: $h(w) = [h_1(w), h_2(w), \ldots, h_l(w)]^T \leq 0$. Let $h_j(w) = \max\{0, h_j(w)\}$, $j = 1, 2, ..., l$, and define for $j = 1, 2, ..., l$,

$$\nabla h_j(w) = \begin{cases} \nabla h_j(w) & \text{if } h_j(w) \geq 0 \\ 0 & \text{if } h_j(w) < 0 \end{cases}$$

Using the more compact matrix notation, (39) can be packed for $j = 1, 2, ..., l$ as $\tilde{H}^T(w) = [\nabla h_1(w), \nabla h_2(w), \ldots, \nabla h_l(w)] \in \mathbb{R}^{p \times l}$. By the penalty function method [13], the constrained minimization problem of (37) can be rewritten as:

$$(P_c) : \min q(c, w) = s(w) + cP(w)$$

\(^2\) Apart from constraint arising from (36), the boundaries of the domain of interest can also be included as constraints.
where

\[ P(w) = \psi(h_j(w)) = \sum_{j=1}^{l} (h_j(w))^2, \]  
\[ \tilde{h}_j(w) = \max\{0, h_j(w)\}, \quad j = 1, 2, \ldots, l, \]  
and \( c > 0 \) is a large penalty coefficient.

In [13], it has been shown that as \( c \to \infty \), the solution to the minimization problem \( (P_c) \) given by (40) will converge to a solution of the original constrained problem given by (37). In the sequel, we shall concentrate on finding the solution of \( (P_c) \) (40)-(42).

For the unconstrained objective function given by \( s(w) \) and the penalty function given by \( P(w) \) in (40), we note that their first- and second-order partial derivatives are written as:

\[ \nabla s(w) = -2J^T \epsilon + 2b \mathbf{w}, \quad \nabla^2 s(w) = 2(J^TJ + R_y) + 2bI, \]
\[ \nabla P(w) = 2H^T \tilde{h}, \quad \nabla^2 P(w) = 2(H^T H + R_h). \]

The functional dependency on \( w \) (and so in the subsequent derivations) are omitted when clarity is not affected. The following algorithms are derived to search for the global minima.

### 5.3 Algorithm

It can be further assumed that the first-order partial derivatives of \( P(w) \) are continuous including those points where \( h_j(w) = 0, \ j = 1, 2, \ldots, l \) following [13]. Hence, by taking the quadratic approximation of \( q(w) \) (40) about \( w_o \) and set the first derivative to zero, we have

\[ w = w_o + \left[ J^TJ + R_y + bI + cH^T H + R_h \right]^{-1} \left( J^T \epsilon - bw - cH^T \tilde{h} \right). \]  
\[ \text{(43)} \]

If we drop the second-order partial derivatives of network \( (R_y) \) and the second-order partial derivatives of the constraint function \( (R_h) \), we can formulate a search algorithm as follows:

\[ w_{i+1} = w_i + \left[ J_i^T J_i + bI + cH_i^T H_i \right]^{-1} \left( J_i^T \epsilon_i - bw_i - cH_i^T \tilde{h}_i \right). \]  
\[ \text{(44)} \]

By including a weighted parameter norm in the error objective function (14), we note that this has resulted in having a weighted identity matrix \( (bI) \) included for the term in (44) which requires matrix inversion. This provides a mechanism to avoid the search from ill-conditioning which is analogous to that of the Levenberg-Marquardt’s method.

To further improve numerical properties, the widely distributed eigenvalues of the penalty term can be normalized as shown:

\[ w_{i+1} = w_i + \beta \left[ J_i^T J_i + bI + cH_i^T A H_i \right]^{-1} \left( J_i^T \epsilon_i - bw_i - cH_i^T \tilde{h}_i \right) \]  
\[ \text{(45)} \]

where \( A = (H_i H_i^T)^{-1} \). Here, we use the Line Search procedure (with \( \beta \) chosen to minimize the objective function) for iterative search.
In the following, we shall compare the global descent algorithm given by (45) (denoted as LSGO) with its local counter part, the local line search (denoted as LS) obtained from setting \( c = 0 \) and \( b_w = 0 \) in (45).

6 Numerical Experiments

6.1 Benchmark problems

For the following experiments in this subsection, the FNN learning objective is chosen to be \( s_1(w) \) rather than \( s(w) \) since only training accuracy for regression is needed. Here the \( b_w \) term in algorithm (45) is set to zero while the \( b_I \) term is retained for numerical stability. For all examples, 100 trials using random initial points within the box \( [0, 1]^p \) were carried out. Training results in terms of the number of trials reaching a neighborhood of the desired global minimum and the mean number of iterations for these trials are presented.

As the number of iterations required to reach a desired error goal only provides a partial picture of the training algorithm, numerical results on computational aspects are also provided. All the experiments are conducted using an IBM-PC/Pentium compatible machine with 266Hz clock speed. In the following, we tabulate the average CPU time required to run 10 iterations for each algorithm.

For ease of comparison, recent results (mean number of iterations, percentage of trials attaining near global solution) for the XOR problem from [22] are listed: (i) Standard error backpropagation: (332, 91.3%); (ii) Error backpropagation with line minimization: (915.4, 38%); (iii) Davidon-Fletcher-Powell quasi-Newton minimization: (2141.1, 34.1%); (iv) Fletcher-Reeves conjugate gradient minimization: (523, 81.5%); (v) Conjugate gradient minimization with Powell restarts: (79.2, 82.1%). The reader is referred to [22] for more results on \( f(x) = \sin(x) \cos(2x) \) fitting problem which requires much more than 600 mean iterations for the above search methods.

As for existing global optimization algorithms, similar statistical comparisons for these examples are not available. We note that the particular training example for XOR given in [8] (TRUST) used about 1000 training iterations to reach the global optimal solution. As for the global algorithm proposed by [19] (GOTA), the convergence speed is reported to be comparable to the backpropagation algorithm for the XOR example.

Example 1: XOR pattern

In this example, 4 samples of the XOR input-output patterns were used for network training. The network chosen was similar to that in [22] where 2 hidden-units were used. The target sum of the squared error was set to be less than 0.025 which was sufficiently closed to the global optimal solution. For both local and global methods, \( b \) was chosen to be a fixed value of 0.0001 which was sufficient to provide a stable numerical conditioning. As for other parameters of the global
descent algorithm (LSGO), the following settings were used: \( \gamma = 4, \rho = 1, \zeta = 0.9999, c = 10 \) (\( \gamma \) and \( \rho \) appear in \( v(w) \)), \( \zeta \) is the cutting level on \( v(w) \) as shown in (38) and \( c \) is a penalty constant).

Training results comprising of 100 trials for each of the algorithms are shown in Table 1. The respective statistics (i.e. min: minimum value, max: maximum value, mean: mean value, std dev: standard deviation, and GOP: percentage of trials achieving the desired global error objective within 500 iterations) are also included in Table 1. In order to show the core distribution for trials which took less than 500 iterations, the statistics shown exclude those trials above 500 iterations.

<table>
<thead>
<tr>
<th>Ex.</th>
<th>CPU</th>
<th>Number of Iterations</th>
<th>GOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
<td>Algo.</td>
<td>(sec)</td>
<td>min</td>
</tr>
<tr>
<td>(a)</td>
<td>LS</td>
<td>0.66</td>
<td>5</td>
</tr>
<tr>
<td>(b)</td>
<td>LSGO</td>
<td>0.77</td>
<td>28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ex.</th>
<th>CPU</th>
<th>Number of Iterations</th>
<th>GOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
<td>Algo.</td>
<td>(sec)</td>
<td>min</td>
</tr>
<tr>
<td>(a)</td>
<td>LS</td>
<td>0.93</td>
<td>21</td>
</tr>
<tr>
<td>(b)</td>
<td>LSGO</td>
<td>1.15</td>
<td>29</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ex.</th>
<th>CPU</th>
<th>Number of Iterations</th>
<th>GOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
<td>Algo.</td>
<td>(sec)</td>
<td>min</td>
</tr>
<tr>
<td>(a)</td>
<td>LS</td>
<td>5.50</td>
<td>&gt; 500</td>
</tr>
<tr>
<td>(b)</td>
<td>LSGO</td>
<td>8.41</td>
<td>49</td>
</tr>
</tbody>
</table>

As shown in Table 1, the global descent algorithm (LSGO) have succeeded in locating the approximate global minima within 132 iterations for all the 100 trials using different initial values. This as compared to the local line search algorithm (LS), which scores only 33%, is a remarkable improvement. In terms of computational cost, the global constrained method is found to take slightly higher CPU time than that using unconstrained method.

**Example 2: 1-D curve \( f(x) = \sin(x) \cos(2x) \)**

In this example, 20 input-output patterns were uniformly chosen on \( 0 \leq x \leq 2\pi \) for network training. Similar to the first example, the sum of the squared error was set to be less than 0.025 which was sufficiently close to the global optimal solution. A single-output network with 10-hidden units was chosen according to [22]. As in previous example, \( b \) was set to be 0.0001 throughout. For the global descent algorithm (LSGO), the following settings were chosen: \( \gamma = 4, \rho = 10, \zeta = 9.9999, c = 10 \). Training results for 100 trials are shown in Table 1, with respective statistics and CPU times. For this example, GOP refers to the percentage of trials achieving the desired error goal within 5000 iterations.

In this example, the global method (LSGO) has achieved a 100% GOP which is much better than the 50% for local method (LS). The largest iteration number for the case in LSGO was found to be 3191. As for the CPU time, the global constrained algorithm takes longer time than its local counterpart in each iteration.
Example 3: 2-D shape

For this example, the network is to learn a two-dimensional sinc function. The network size chosen was (2-15-1) and the error goal was set at 0.8 with 289 input-output training sets. Similar to the above examples, \( b \) was chosen to be 0.0001 throughout. For the global descent algorithm (LSGO), the following settings were chosen: LSGO: \( \gamma = 2, \rho = 10, \zeta = 9.999999, c = 1000 \). The training results for 100 trials are shown in Table 1. Here we note that the GOP for this example indicates the percentage of trials reaching the error goal within 500 iterations.

From Table 1, we see that for all 100 trials, the LS method was unable to descent towards the error goal within 500 iterations. In fact, we observed that most of these trials had landed on local minima which are much higher than the error goal. The LSGO had improved the situation with only one trial resulted in SSE slightly greater than the error goal at the end of 500th iteration.

Remark 3:- Despite the remarkable convergence using random initial estimates for all the examples, it is noted that when the initial point was chosen at some of those local minima, the penalty based algorithms converge with extremely slow speed and were unable to locate the global minima within 5000 iterations.

6.2 Face recognition

Face recognition represents a difficult classification problem since it has to deal with large amount of variations in face images due to viewpoint, illumination and expression difference even for similar person. As such, many recognition conditions are ill-posed because “the variations between the images of the same face due to illumination and viewing direction are almost always larger than image variation due to change in face identity” [15].

Here we use the ORL Cambridge database [18] for classification. The ORL database contains 40 distinct persons, each having 10 different images taken under different conditions: different times, varying lighting (slightly), facial expression (open/closed eyes, smiling/non-smiling) and facial details (glasses/no-glasses). All the images are taken against a dark homogeneous background and all persons are in up-right, frontal position except for some tolerance in side movement. The face recognition procedure is performed in two stages, namely:

1. Feature extraction: the training set and query set are derived in the same way as in [12] where 10 images of each of the 40 persons are randomly partitioned into two sets, resulting in 200 images for training and 200 images for testing with no overlapping between them. Each original image is then projected onto the feature spaces derived from Eigenface [21], Fisherface [3] and D-LDA [23] methods.
2. Classification: conventional nearest centre (NC), nearest neighbour (NN) and our proposed FNN method are used for classification. The error rates
are taken only from the averages of test errors obtained from 8 different runs.\(^3\)

The network chosen for this application consists of 40 separate FNN (one network per person), each with \((N_f, 1\)-1\) structure considering network dilution for good generalization [11]. The number of inputs \(N_f = 39\) is set according to the feature dimension obtained from projections using Eigenface, Fisherface and D-LDA. During the training phase, each of the 40 FNN outputs was set to ‘1’ for one corresponding class (person) while the others set to ‘0’. The global FNN was tested for 5 cases: FNN(a)-(e), each for 500 learning iterations, all using \(\gamma = 4, \rho = 10, \zeta = 9.9999\). Among the 40 individual outputs of the FNNs, the output with the highest value is assigned to the corresponding class. Training and testing error rates were obtained from the number of mis-classified persons divided by 200. The results corresponding to other different FNN settings and various feature extraction methods are shown in Table 2.

**Table 2.** FNN settings and corresponding error rates

<table>
<thead>
<tr>
<th>Classification Method</th>
<th>Settings</th>
<th>Classification error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(w_a)</td>
<td>(c)</td>
</tr>
<tr>
<td>NC</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>NN</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>FNN(a)</td>
<td>(k \times 10^{-4})</td>
<td>0</td>
</tr>
<tr>
<td>FNN(b)</td>
<td>(k \times 10^{-4})</td>
<td>10^3</td>
</tr>
<tr>
<td>FNN(c)</td>
<td>(k \times 10^{-4})</td>
<td>10^3</td>
</tr>
<tr>
<td>FNN(d)</td>
<td>(k \times 10^{-8})</td>
<td>10^{-8}</td>
</tr>
<tr>
<td>FNN(e)</td>
<td>(R \times 10^{-8})</td>
<td>10^3</td>
</tr>
</tbody>
</table>

\(^*\) : encounter singularity of matrix for some cases during training.

From Table 2, we see that poor results were obtained for both the conventional FNN (FNN(a): unconstrained minimization on \(s_1\) with \(c = 0\)) and the global descent FNN for regression (FNN(b): constrained minimization on \(s_1\) with \(c = 10^3\)). However, remarkable improvement was observed when the weightage \(b\) was set at 0.05 as seen in FNN(c). With smaller initial values (\(k\) indicates \(k = 1, \ldots, p\) offset by its mean) and a higher \(b\), the results were seen to improve further in FNN(d). In FNN(e), we provide our best achievable results from random initial estimates \((R \times 10^{-8})\) and variations of \(b\) value. We see that our simple training method can provide good generalization capability as compared to best known network based method that incorporated several ideas: local receptive fields, shared weights, and spatial subsampling [12]. In short, for this case of using half the data set for training, our best FNN provides a good error rate as compared to best known methods reported in [12]: Top-down HMM (13%), Eigenfaces (10.5%), Pseudo 2D-HMM (5%) and SOM+CN (3.8%).

\(^3\) Here we note that only 3 runs were tested in [12].
7 Conclusion

In this paper, we propose to train a regularized FNN using a global search method. We have presented explicit vector and matrix canonical forms for the Jacobian and the Hessian of the FNN prior to convexity analysis of the weighted $l_2$-norm error function. The sufficient conditions for such convex characterization are derived. This permits direct means to analyze the network in aspects of network training and possibly network pruning. Results from the convex characterization are utilized in an attempt to characterize the global optimality of the FNN error function which is suitable for regression and classification applications. By means of convex monotonic transformation, a sufficient condition for the FNN training to attain global optimality is proposed. The theoretical results are applied directly to network training using a simple constrained search. Several numerical examples show remarkable improvement in terms of convergence of our network training as compared to available local methods. The network learning is also shown to possess good generalization property in a face recognition problem. It is our immediate task to generalize these results to a network with multiple outputs. Design of more robust constrained search remains an issue to guarantee global convergence.
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Abstract. It is well known that the problem of matching two relational structures can be posed as an equivalent problem of finding a maximal clique in a (derived) association graph. However, it is not clear how to apply this approach to computer vision problems where the graphs are connected and acyclic, i.e. are free trees, since maximal cliques are not constrained to preserve connectedness. Motivated by our recent work on rooted tree matching, in this paper we provide a solution to the problem of matching two free trees by constructing an association graph whose maximal cliques are in one-to-one correspondence with maximal subtree isomorphisms. We then solve the problem using simple payoff-monotonic dynamics from evolutionary game theory. We illustrate the power of the approach by matching articulated and deformed shapes described by shape-axis trees. Experiments on hundreds of larger (random) trees are also presented. The results are impressive: despite the inherent inability of these simple dynamics to escape from local optima, they always returned a globally optimal solution.

1 Introduction

Graph matching is a classic problem in computer vision and pattern recognition, instances of which arise in areas as diverse as object recognition, motion and stereo analysis (see, e.g., [2]). A well-known approach to solving this problem consists of transforming it into the equivalent problem of finding a maximum clique in an auxiliary graph structure, known as the association graph [2]. The idea goes back to Ambler et al. [1], and has since been successfully employed in a variety of different problems. This framework is attractive because it casts graph matching as a pure graph-theoretic problem, for which a solid theory and powerful algorithms have been developed. Note that, although the maximum clique problem is known to be \(\mathsf{NP}\)-hard, powerful heuristics exist which efficiently find good approximate solutions [6].

In many computer vision and pattern recognition problems, the graphs at hand have a peculiar structure: they are connected and acyclic, i.e. they are free trees [4,11,19,32]. Note that, unlike “rooted” trees, in free trees there is no distinguished node playing the role of the root, and hence no hierarchy is imposed on them. Since in the standard association graph formulation the solutions are not
constrained to preserve connectedness, it is not clear how to apply the framework in these cases, and the extension of association graph techniques to free tree matching problems is therefore of considerable interest.

Motivated by our recent work on rooted tree matching [27], in this paper we propose a solution to this problem by providing a straightforward way of deriving an association graph from two free trees. We prove that in the new formulation there is a one-to-one correspondence between maximal (maximum) cliques in the derived association graph and maximal (maximum) subtree isomorphisms. As an obvious corollary, the computational complexity of finding a maximum clique in such graphs is therefore the same as the subtree isomorphism problem, which is known to be polynomial in the number of nodes [13,29].

Following [25,27], we use a recent generalization of the Motzkin-Straus theorem [23] to formulate the maximum clique problem as a quadratic programming problem. To (approximately) solve it we employ payoff-monotonic dynamics, a class of simple dynamical systems recently developed and studied in evolutionary game theory [17,30]. Such continuous solutions to discrete problems are interesting as they can motivate analog and biological implementations.

We illustrate the power of the approach via several examples of matching articulated and deformed shapes described by shape-axis trees [19]. We also present experiments on hundreds of much larger (uniformly random) trees. The results are impressive: despite the counter-intuitive maximum clique formulation of the tree matching problem, and the inherent inability of these simple dynamics to escape from local optima, they always found a globally optimal solution.

2 Subtree Isomorphisms and Maximal Cliques

Let $G = (V, E)$ be a graph, where $V$ is the set of nodes and $E$ is the set of (undirected) edges. The order of $G$ is the number of nodes in $V$, while its size is the number of edges. Two nodes $u, v \in V$ are said to be adjacent (denoted $u \sim v$) if they are connected by an edge. The adjacency matrix of $G$ is the the $n \times n$ symmetric matrix $A_G = (a_{ij})$ defined as

$$a_{ij} = \begin{cases} 1, & \text{if } v_i \sim v_j \\ 0, & \text{otherwise} \end{cases}$$

The degree of a node $u$, denoted $\deg(u)$, is the number of nodes adjacent to it. A path is any sequence of distinct nodes $u_0u_1 \ldots u_n$ such that for all $i = 1 \ldots n$, $u_{i-1} \sim u_i$; in this case, the length of the path is $n$. If $u_n \sim u_0$ the path is called a cycle. A graph is said to be connected if any two nodes are joined by a path. The distance between two nodes $u$ and $v$, denoted by $d(u, v)$, is the length of the shortest path joining them (by convention $d(u, v) = \infty$, if there is no such path). Given a subset of nodes $C \subseteq V$, the induced subgraph $G[C]$ is the graph having $C$ as its node set, and two nodes are adjacent in $G[C]$ if and only if they are adjacent in $G$. A connected graph with no cycles is called a free tree, or simply a tree. Trees have a number of interesting properties. One which turns out to be very useful for our characterization is that in a tree any two nodes are connected by a unique path.
Let $T_1 = (V_1, E_1)$ and $T_2 = (V_2, E_2)$ be two trees. Any bijection $\phi : H_1 \to H_2$, with $H_1 \subseteq V_1$ and $H_2 \subseteq V_2$, is called a subtree isomorphism if it preserves both the adjacency relationships between the nodes and the connectedness of the matched subgraphs. Formally, this means that, given $u, v \in H_1$, we have $u \sim v$ if and only if $\phi(u) \sim \phi(v)$ and, in addition, the induced subgraphs $T_1[H_1]$ and $T_2[H_2]$ are connected. A subtree isomorphism is maximal if there is no other subtree isomorphism $\phi' : H'_1 \to H'_2$ with $H_1$ a strict subset of $H'_1$, and maximum if $H_1$ has largest cardinality. The maximal (maximum) subtree isomorphism problem is to find a maximal (maximum) subtree isomorphism between two trees.

The free tree association graph (FTAG) of two trees $T_1 = (V_1, E_1)$ and $T_2 = (V_2, E_2)$ is the graph $G = (V, E)$ where

$$ V = V_1 \times V_2 $$

and, for any two nodes $(u, w)$ and $(v, z)$ in $V$, we have

$$ (u, w) \sim (v, z) \iff d(u, v) = d(w, z). $$

Note that this definition of the association graph is stronger than the standard one used for matching arbitrary relational structures [2].

A subset of vertices of $G$ is said to be a clique if all its nodes are mutually adjacent. A maximal clique is one which is not contained in any larger clique, while a maximum clique is a clique having largest cardinality. The maximum clique problem is to find a maximum clique of $G$.

The following theorem, which is the basis of the work reported here, establishes a one-to-one correspondence between the maximum subtree isomorphism problem and the maximum clique problem.

**Theorem 1.** Any maximal (maximum) subtree isomorphism between two trees induces a maximal (maximum) clique in the corresponding FTAG, and vice versa.

**Proof (outline).** Let $\phi : H_1 \to H_2$ be a maximal subtree isomorphism between trees $T_1$ and $T_2$, and let $G = (V, E)$ denote the corresponding FTAG. Let $C_\phi \subseteq V$ be defined as $C_\phi = \{(u, \phi(u)) : u \in H_1\}$. From the definition of a subtree isomorphism it follows that $\phi$ maps the path between any two nodes $u, v \in H_1$ onto the path joining $\phi(u)$ and $\phi(v)$. This clearly implies that $d(u, v) = d(\phi(u), \phi(v))$ for all $u \in H_1$, and therefore $C_\phi$ is a clique. Trivially, $C_\phi$ is a maximal clique because $\phi$ is maximal, and this proves the first part of the theorem.

Suppose now that $C = \{(u_1, w_1), \ldots, (u_n, w_n)\}$ is a maximal clique of $G$, and let $H_1 = \{u_1, \ldots, u_n\} \subseteq V_1$ and $H_2 = \{w_1, \ldots, w_n\} \subseteq V_2$. Define $\phi : H_1 \to H_2$ as $\phi(u_i) = w_i$, for all $i = 1 \ldots n$. From the definition of the FTAG and the hypothesis that $C$ is a clique, it is simple to see that $\phi$ is a one-to-one and onto correspondence between $H_1$ and $H_2$, which trivially preserves the adjacency relationships between nodes. The fact that $\phi$ is a maximal isomorphism is a straightforward consequence of the maximality of $C$.

To conclude the proof we have to show that the subgraphs that we obtain when we restrict ourselves to $H_1$ and $H_2$, i.e. $T_1[H_1]$ and $T_2[H_2]$, are trees, and
this is equivalent to showing that they are connected. Suppose by contradiction that this is not the case, and let \( u_i, u_j \in H_1 \) be two nodes which are not joined by a path in \( T_1[H_1] \). Since both \( u_i \) and \( u_j \) are nodes of \( T_1 \), however, there must exist a path \( u_i = x_0 x_1 \ldots x_m = u_j \) joining them in \( T_1 \). Let \( x^* = x_k \), for some \( k = 1 \ldots m \), be a node on this path which is not in \( H_1 \). Moreover, let \( y^* = y_k \) be the \( k \)-th node on the path \( w_i = y_0 y_1 \ldots y_m = w_j \) which joins \( w_i \) and \( w_j \) in \( T_2 \) (remember that \( d(u_i, u_j) = d(w_i, w_j) \)), and hence \( d(w_i, w_j) = m \). It is easy to show that the set \( \{(x^*, y^*)\} \cup C \subseteq V \) is a clique, thereby contradicting the hypothesis that \( C \) is a maximal clique. This can be proved by exploiting the obvious fact that if \( x \) is a node on the path joining any two nodes \( u \) and \( v \), then \( d(u, v) = d(u, x) + d(x, v) \).

The “maximum” part of the statement is proved similarly. \( \square \)

The FTAG is readily derived by using a classical representation for graphs, i.e., the so-called distance matrix (see, e.g., [15]) which, for an arbitrary graph \( G = (V, E) \) of order \( n \), is the \( n \times n \) matrix \( D = (d_{ij}) \) where \( d_{ij} = d(u_i, u_j) \), the distance between nodes \( u_i \) and \( u_j \). Efficient, classical algorithms are available for obtaining such a matrix [10]. Note also that the distance matrix of a graph can easily be constructed from its adjacency matrix \( A_G \). In fact, denoting by \( a^2_{ij} \) the \((i, j)\)-th entry of the matrix \( A_G^2 \), the \( n \)-th power of \( A_G \), we have that \( d_{ij}^2 \) equals the least \( n \) for which \( a^n_{ij} > 0 \) (there must be such an \( n \) since a tree is connected).

### 3 Continuous Formulation of Maximum Clique

After formulating the free tree matching problem as a maximum clique problem, we now proceed (following [27]) by mapping the latter onto a continuous quadratic programming problem. Let \( G = (V, E) \) be an arbitrary graph of order \( n \), and let \( \Delta \) denote the standard simplex of \( \mathbb{R}^n \):

\[
\Delta = \{ \mathbf{x} \in \mathbb{R}^n : \mathbf{e}'\mathbf{x} = 1 \text{ and } x_i \geq 0, \ i = 1 \ldots n \}
\]

where \( \mathbf{e} \) is the vector whose components equal 1, and a prime denotes transposition. Given a subset of vertices \( C \) of \( G \), we will denote by \( \mathbf{x}^c \) its characteristic vector which is the point in \( \Delta \) defined as

\[
x^c_i = \begin{cases} 
1/|C|, & \text{if } i \in C \\
0, & \text{otherwise}
\end{cases}
\]

where \( |C| \) denotes the cardinality of \( C \).

Now, consider the following quadratic function

\[
f_G(\mathbf{x}) = \mathbf{x}' A_G \mathbf{x} + \frac{1}{2} \mathbf{x}' \mathbf{x}
\]  

(3)

where \( A_G = (a_{ij}) \) is the adjacency matrix of \( G \). The following theorem, recently proved by Bomze [5], expands on the Motzkin-Straus theorem [23], a remarkable result which establishes a connection between the maximum clique problem and certain standard quadratic programs. This has an intriguing computational significance in that it allows us to shift from the discrete to the continuous domain in an elegant manner.
**Theorem 2.** Let $C$ be a subset of vertices of a graph $G$, and let $x^c$ be its characteristic vector. Then, $C$ is a maximal (maximum) clique of $G$ if and only if $x^c$ is a local (global) maximizer $f_G$ in $\Delta$. Moreover, all local (and hence global) maximizers of $f_G$ in $\Delta$ are strict.

Unlike the original Motzkin-Straus formulation, which is plagued by the presence of “spurious” solutions [26], the previous result guarantees us that all maximizers of $f_G$ on $\Delta$ are strict, and are characteristic vectors of maximal/maximum cliques in the graph. In a formal sense, therefore, a one-to-one correspondence exists between maximal cliques and local maximizers of $f_G$ in $\Delta$ on the one hand, and maximum cliques and global maximizers on the other hand.

## 4  Matching Free Trees with Monotone Game Dynamics

Payoff-monotonic dynamics are a wide class of dynamical systems developed and studied in evolutionary game theory, a discipline pioneered by J. Maynard Smith [20] which aims to model the evolution of animal behavior using the principles and tools of noncooperative game theory. In this section we discuss the basic intuition behind these models and present a few theoretical properties that are instrumental for their application to our optimization problem. For a more systematic treatment see [17,30].

Consider a large, ideally infinite population of individuals belonging to the same species which compete for a particular limited resource, such as food, territory, etc. In evolutionary game theory, this kind of conflict is modeled as a symmetric two-player game, the players being pairs of randomly selected population members. In contrast to traditional application fields of game theory, such as economics or sociology, players here do not behave “rationally,” but act instead according to a pre-programmed behavior pattern, or pure strategy. Reproduction is assumed to be asexual, which means that, apart from mutation, offspring will inherit the same genetic material, and hence behavioral phenotype, as its parent.

Let $J = \{1, \cdots, n\}$ be the set of available pure strategies and, for all $i \in J$, let $x_i(t)$ be the proportion of population members playing strategy $i$, at time $t$. The state of the population at a given instant is the vector $x = (x_1, \cdots, x_n)'$. Clearly, population states are constrained to lie in the standard simplex $\Delta$. For a given population state $x \in \Delta$, we shall denote by $\sigma(x)$ the support of $x$, i.e. the set of non-extinct strategies:

$$\sigma(x) = \{i \in J : x_i > 0\} .$$

Let $A = (a_{ij})$ be the $n \times n$ payoff (or utility) matrix. Specifically, for each pair of strategies $i, j \in J$, $a_{ij}$ represents the payoff of an individual playing strategy $i$ against an opponent playing strategy $j$. In biological contexts a player’s utility can simply be measured in terms of Darwinian fitness or reproductive success, i.e., the player’s expected number of offspring. If the population is in state $x$, the expected payoff earned by an $i$-strategist is:
\[
\pi_i(x) = \sum_{j=1}^{n} a_{ij} x_j = (Ax)_i
\]

while the mean payoff over the entire population is

\[
\pi(x) = \sum_{i=1}^{n} x_i \pi_i(x) = x'Ax.
\]

In evolutionary game theory the assumption is made that the game is played over and over, generation after generation, and that the action of natural selection will result in the evolution of the fittest strategies. If successive generations blend into each other, the evolution of behavioral phenotypes can be described by a set of ordinary differential equations. A general class of evolution equations are given by:

\[
\dot{x}_i = x_i g_i(x)
\]

where a dot signifies derivative with respect to time, and \( g = (g_1, \ldots, g_n) \) is a function with open domain containing \( \Delta \). Here, the function \( g_i \) (\( i \in J \)) specifies the rate at which pure strategy \( i \) replicates. It is usually required that the growth functions \( g \) be regular [30], which means that it is Lipschitz continuous and that \( g(x) \cdot x = 0 \) for all \( x \in \Delta \). The former condition guarantees us that the system of differential equations (6) has a unique solution through any initial population state. The condition \( g(x) \cdot x = 0 \), instead, ensures that the simplex \( \Delta \) is invariant under (6), namely any trajectory starting in \( \Delta \) will remain in \( \Delta \).

Payoff-monotonic game dynamics represent a wide class of regular selection dynamics for which useful properties hold. Intuitively, for a payoff-monotonic dynamics the strategies associated to higher payoffs will increase at higher rate. Formally, a regular selection dynamics (6) is said to be payoff-monotonic if:

\[
g_i(x) > g_j(x) \iff \pi_i(x) > \pi_j(x)
\]

for all \( x \in \Delta \).

It is simple to show that all payoff-monotonic dynamics share the same set of stationary points.

**Proposition 1.** A point \( x \in \Delta \) is stationary under any payoff-monotonic dynamics if and only if \( \pi_i(x) = \pi(x) \) for all \( i \in \sigma(x) \).

*Proof.*** If \( \pi_i(x) = \pi(x) \) for all \( i \in \sigma(x) \), by monotonicity (7), there exists \( \mu \in \mathbb{R} \) such that \( g_i(x) = \mu \) for all \( i \in \sigma(x) \). But, since \( g \) is a regular growth-rate function, \( \sum_i x_i g_i(x) = 0 \), and hence \( \mu = 0 \). Therefore, \( x \) is a stationary point for (6). On the other hand, if \( x \) is stationary, then \( g_i(x) = 0 \) for all \( i \in \sigma(x) \). Hence, there exists a \( \lambda \in \mathbb{R} \) such that \( \pi_i(x) = \lambda \) for all \( i \in \sigma(x) \). But then

\[
\lambda = \sum_i x_i \pi_i(x) = \pi(x).
\]

In an unpublished paper [16], Hofbauer shows that the average population payoff is strictly increasing along the trajectories of any payoff-monotonic dynamics. This result generalizes the celebrated fundamental theorem of natural selection [17,30]. Here, we provide a different proof adapted from [12].
Theorem 3. If the payoff matrix $A$ is symmetric, then $\pi(x) = x'Ax$ is strictly increasing along any non-constant trajectory of any payoff-monotonic dynamics. In other words, $\dot{\pi}(x(t)) \geq 0$ for all $t$, with equality if and only if $x = x(t)$ is a stationary point.

Proof. For $x \in \Delta$, let:

$$\sigma_+(x) = \{i \in \sigma(x) : g_i(x) \geq 0\}$$

and

$$\sigma_-(x) = \{i \in \sigma(x) : g_i(x) < 0\}.$$  

Clearly, $\sigma_+(x) \cup \sigma_-(x) = \sigma(x)$. Moreover, let:

$$\bar{\pi}(x) = \min\{\pi_i(x) : i \in \sigma_+(x)\}$$

and

$$\underline{\pi}(x) = \max\{\pi_i(x) : i \in \sigma_-(x)\}$$

Because of payoff-monotonicity, note that $\bar{\pi}(x) \geq \pi(x)$. Note also that $\dot{x}_i \geq 0$ if and only if $i \in \sigma_+(x)$.

Because of the symmetry of $A$, we have:

$$\frac{\dot{\pi}(x)}{2} = \sum_{i \in \sigma(x)} x_i\pi_i(x)$$

$$= \sum_{i \in \sigma_+(x)} \dot{x}_i\pi_i(x) + \sum_{i \in \sigma_-(x)} \dot{x}_i\pi_i(x)$$

$$\geq \bar{\pi}(x) \sum_{i \in \sigma_+(x)} \dot{x}_i + \underline{\pi}(x) \sum_{i \in \sigma_-(x)} \dot{x}_i$$

$$= (\bar{\pi}(x) - \underline{\pi}(x)) \sum_{i \in \sigma_+(x)} \dot{x}_i$$

$$\geq 0$$

where the last equality follows from $\sum \dot{x}_i = 0$. Finally, note that $\dot{\pi}(x) = 0$ if and only if $\pi_i(x)$ is constant for all $i \in \sigma(x)$ which, from Proposition 1, amounts to saying that $x$ is stationary. \qedsymbol

A well-known subclass of payoff-monotonic game dynamics is given by:

$$\dot{x}_i = x_i \left( f(\pi_i(x)) - \sum_{j=1}^{n} x_j f(\pi_j(x)) \right)$$  \hspace{1cm} (8)

where $f(u)$ is an increasing function of $u$. These models arise in modeling the evolution of behavior by way of imitation processes, where players are occasionally given the opportunity to change their own strategies [16,30].
When $f$ is the identity function, i.e., $f(u) = u$, we obtain the standard replicator equations:

$$
\dot{x}_i = x_i \left( \pi_i(x) - \sum_{j=1}^{n} x_j \pi_j(x) \right)
$$

(9)

whose basic idea is that the average rate of increase $\dot{x}_i/x_i$ equals the difference between the average fitness of strategy $i$ and the mean fitness over the entire population.

Another popular model arises when $f(u) = e^{\kappa u}$ which yields:

$$
\dot{x}_i = x_i \left( e^{\kappa \pi_i(x)} - \sum_{j=1}^{n} x_j e^{\kappa \pi_j(x)} \right)
$$

(10)

where $\kappa$ is a positive constant. As $\kappa$ tends to 0, the orbits of this dynamics approach those of the standard, first-order replicator model (9), slowed down by the factor $\kappa$; moreover, for large values of $\kappa$ the model approximates the so-called “best-reply” dynamics [16,17]. As it turns out [16], these models behave essentially in the same way as the standard replicator equations (9), the only significant difference being the size of the basins of attraction around stable equilibria. From a computational perspective, exponential replicator dynamics are particularly attractive as they may be considerably faster and even more accurate than the standard, first-order model (see [25] and the results reported below).

In light of their dynamical properties, payoff-monotonic dynamics naturally suggest themselves as simple heuristics for solving the maximal subtree isomorphism problem. Let $T_1 = (V_1, E_1)$ and $T_2 = (V_2, E_2)$ be two free trees, and let $A_G$ denote the adjacency matrix of their FTAG $G$. By putting

$$
A = A_G + \frac{1}{2} I
$$

(11)

where $I$ is the identity matrix, we know from Theorem 3 that any payoff-monotonic dynamics starting from an arbitrary initial state, will iteratively maximize the function $f_G$ defined in (3) over the simplex and will eventually converge with probability 1 to a strict local maximizer which, by virtue of Theorem 2, will then correspond to the characteristic vector of a maximal clique in the association graph. As stated in Theorem 1, this will in turn induce a maximal subtree isomorphism between $T_1$ and $T_2$.

Clearly, in theory there is no guarantee that the converged solution will be a global maximizer of $f_G$, and therefore that it will induce a maximum isomorphism between the two original trees. Previous experimental work with standard replicator dynamics [7,24,25,27] and also the results presented in the next section, however, suggest that the basins of attraction of optimal or near-optimal solutions are quite large, and very frequently the algorithm converges to one of them, despite its inherent inability to escape from local optima.
5 Experimental Results

In this section we present experiments of applying payoff-monotonic dynamics to the free tree matching problem. In our simulations, we used the following discrete-time models:

\[ x_i(t + 1) = \frac{x_i(t)\pi_i(t)}{\sum_{j=1}^{n} x_j(t)\pi_j(t)} \]  

(12)

and

\[ x_i(t + 1) = \frac{x_i(t)e^{\kappa \pi_i(t)}}{\sum_{j=1}^{n} x_j(t)e^{\kappa \pi_j(t)}} \]  

(13)

which correspond to well-known discretizations of equations (9) and (10), respectively [9,14,17,30]. Note that model (12) is the standard discrete-time replicator dynamics, which have already proven to be remarkably effective in tackling maximum clique and related problems, and to be competitive to other more elaborated neural network heuristics [5,7,8,24,25,27]. Equation (13) has been used in [25] to approximate the graph isomorphism problem. For the latter dynamics the value \( \kappa = 10 \) was used.

Both the first-order and the exponential processes were started from the simplex barycenter and stopped when either a maximal clique (i.e., a local maximizer of \( f_G \)) was found or the distance between two successive points was smaller than a fixed threshold. In the latter case the converged vector was randomly perturbed, and the algorithms restarted from the perturbed point. Because of the one-to-one correspondence between local maximizers and maximal cliques, this situation corresponds to convergence to a saddle point.

5.1 Matching Shape-Axis Trees

Recently, Liu et al. [19] introduced a new representation for shape based on the idea of self-similarity. Intuitively, given a closed planar shape, they consider two different parameterizations of its contour, namely one oriented counterclockwise, \( \Gamma(s) = \{ x(s) \:: 0 \leq s \leq 1 \} \), and the other clockwise, \( \hat{\Gamma}(t) = \{ \hat{x}(t) = x(1-t) \:: 0 \leq t \leq 1 \} \). By minimizing an appropriate cost functional they find a “good” match between \( \Gamma \) and \( \hat{\Gamma} \), and then define the shape axis (SA) as the loci of middle points between the matched contour points. From a given SA, it is possible to construct a unique free tree, called the SA-tree, by grouping the discontinuities contained in the SA. In Figure 1 the SA-tree construction process is illustrated, and Figure 2 shows the SA-trees derived from a few example shapes.

The proposed matching algorithms were tested on a selection of 17 shapes (SA-trees) representing six different object classes (horse, human, bird, dog, sheep, and rhino). We matched each shape against each other (and itself) and in all the 289 trials both algorithms returned the maximum isomorphism, i.e. a maximum clique in the FTAG. Figure 3 shows a few example matches. This is a remarkable fact, considering that replicator dynamics are unable to escape
Fig. 1. Illustration of the SA-tree construction. Three shapes (left), their shape-axis model (middle), and the corresponding SA-trees (right).

Fig. 2. Examples of SA-trees, under various shape deformations.
from local solutions. Similar findings on related problems are discussed in [25,27]. As far as the computational time is concerned, both dynamics took only a few seconds to converge on a 350MHz AMDK6-2 processor, the exponential one being slightly faster than the linear one (but see below for a rather different picture).

5.2 Matching Larger Trees

Encouraged by the results reported above, we proceeded by testing our algorithms over much larger (random) trees. Random structures represent a useful benchmark not only because they are not constrained to any particular application, but also because it is simple to replicate experiments and hence to make comparisons with other algorithms.

In this series of experiments, the following protocol was used. A hundred 100-node free trees were generated uniformly at random using a procedure described by Wilf in [31]. Then, each such tree was subject to a corruption process which consisted of randomly deleting a fraction of its nodes (in fact, the to-be-deleted nodes were constrained to be the terminal ones, otherwise the resulting graph would have been disconnected), thereby obtaining a tree isomorphic to a proper subtree of the original one. Various levels of corruption (i.e., percentage of node deletion) were used, namely 2%, 10%, 20%, 30% and 40%. This means that the order of the pruned trees ranged from 98 to 60. Overall, therefore, 500 pairs of trees were obtained, for each of which the corresponding FTAG was constructed as described in Section 2. To keep the order of the association graph as low as
Fig. 4. Results obtained over 100-node random trees with various levels of corruption, using the first-order dynamics (12). Top: Percentage of correct matches. Bottom: Average computational time taken by the replicator equations.

possible, its vertex set was constructed as follows:

$$V = \{(u, w) \in V' \times V'' : \deg(u) \leq \deg(w)\},$$

assuming $|V'| \leq |V''|$, the edge set $E$ being defined as in (2). It is straightforward to see that when the first tree is isomorphic to a subtree of the second, Theorem 1 continues to hold. This simple heuristic may significantly reduce the dimensionality of the search space. We also performed some experiments with unpruned FTAG's but no significant difference in performance was noticed apart, of course, heavier memory requirements.

As in the previous series of experiments, both the linear and the exponential dynamics were used, with identical parameters and stopping criterion. After convergence, we calculated the proportion of matched nodes, i.e., the ratio between the cardinality of the clique found and the order of the smaller subtree, and then we averaged. Figure 4(a) shows the results obtained using the linear dynamics (12) as a function of the corruption level. As can be seen, the algorithm was always able to find a correct maximum isomorphism, i.e. a maximum clique in the FTAG. Figure 4(b) plots the corresponding (average) CPU time taken by
the processes, with corresponding error bars (simulations were performed on the same machine used for the shape-axis experiments).

In Figure 5, the results pertaining to the exponential dynamics (13) are shown. In terms of solution’s quality the algorithm performed exactly as its linear counterpart, but this time it was dramatically faster. This confirms earlier results reported in [25].

6 Conclusions

We have developed a formal approach for matching connected and acyclic relational structures, i.e. free trees, by constructing an association graph whose maximal cliques are in one-to-one correspondence with maximal subtree isomorphisms. The framework is general and can be applied in a variety of computer vision domains: we have demonstrated its potential for shape matching. The solution is found by using payoff-monotonic dynamical systems, which make them amenable to hardware implementation and offers the advantage of biological
plausibility. In particular, these relaxation labeling equations are related to putative neuronal implementations [21,22]. Extensive experiments on hundreds of uniformly random trees have also been conducted and, as in previous work on graph isomorphism [25] and rooted tree matching [27], the results are impressive. Despite the counter-intuitive maximum clique formulation of the tree matching problem, and the inherent inability of these simple dynamics to escape from local optima, they nevertheless were always able to find a globally optimal solution.

Before concluding, we note that the framework can easily be extended to tackle the problem of matching attributed (free) trees. In this case, the attributes result in weights being placed on the nodes of the association graph, and a conversion of the maximum clique problem to a maximum weight clique problem [27,8]. Note also that, since the presented approach does not allow for many-to-many correspondences, it cannot be compared as is with edit-distance tree matching algorithms, as the one presented in [18]. However, it is straightforward to formulate many-to-one or many-to-many versions of our framework along the lines suggested in [3,28] for rooted attributed trees. This will be the subject of future investigations.
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Abstract. This paper investigates an approach to tree edit distance problem with weighted nodes. We show that any tree obtained with a sequence of cut and relabel operations is a subtree of the transitive closure of the original tree. Furthermore, we show that the necessary condition for any subtree to be a solution can be reduced to a clique problem in a derived structure. Using this idea we transform the tree edit distance problem into a series of maximum weight clique problems and then we use relaxation labeling to find an approximate solution.

1 Introduction

The problem of how to measure the similarity of pictorial information which has been abstracted using graph-structures has been the focus of sustained research activity for over twenty years in the computer vision literature. Moreover, the problem has recently acquired significant topicality with the need to develop ways of retrieving images from large data-bases. Stated succinctly, the problem is one of inexact or error-tolerant graph-matching. Early work on the topic included Barrow and Burstall’s idea [1] of locating matches by searching for maximum common subgraphs using the association graph, and the extension of the concept of string edit distance to graph-matching by Fu and his co-workers [6]. The idea behind edit distance [18] is that it is possible to identify a set of basic edit operations on nodes and edges of a structure, and to associate with these operations a cost. The edit-distance is found by searching for the sequence of edit operations that will make the two graphs isomorphic with one-another and which has minimum cost. By making the evaluation of structural modification explicit, edit distance provides a very effective way of measuring the similarity of relational structures. Moreover, the method has considerable potential for error tolerant object recognition and indexing problems.

Unfortunately, the task of calculating edit distance is a computationally hard problem and most early efforts can be regarded as being goal-directed. However, in an important series of recent papers, Bunke has demonstrated the intimate relationship between the size of the maximum common subgraph and the edit distance [4]. In particular, he showed that, under certain assumptions concerning the edit-costs, computing the MCS and the graph edit distance are equivalent. The restriction imposed on the edit-costs is that the deletions and re-insertions
of nodes and edges are not more expensive than the corresponding node or edge relabeling operations. In other words, there is no incentive to use relabeling operations, and as a result the edit operations can be reduced to those of insertion and deletion.

The work reported in this paper builds on a simple observation which follows from Bunke’s work. By re-casting the search for the maximum common subgraph as a max clique problem [1], then we can efficiently compute the edit distance. A diverse array of powerful heuristics and theoretical results are available for solving the max clique problem. In particular the Motzkin-Strauss theorem [10] allows us to transform the max clique problem into a continuous quadratic programming problem. An important recent development is reported by Pelillo [11] who shows how probabilistic relaxation labeling can be used to find a (local) optimum of this quadratic programming problem.

In this paper we are interested in measuring the similarity of tree structures obtained from a skeletal representation of 2D shape. While trees are a special case of graphs, because of the connectivity and partial order constraints which apply to them, the methods used to compare and match them require significant specific adaptation. For instance, Bartoli et al. [2], use the graph theoretic notion of a path string to transform the tree isomorphism problem into a single max weighted clique problem. This work uses a refinement of the Motzkin Strauss theorem to transform the max weighted clique problem into a quadratic programming problem on the simplex [3], the quadratic problem is then solved using relaxation labeling.

Because of the added connectivity and partial order constraints mentioned above, Bunke’s result linking the computation of edit distance to the size of the maximum common subgraph does not translate in a simple way to trees. Furthermore, specific characteristics of trees suggest that posing the tree-matching problem as a variant on graph-matching is not the best approach. In particular, both the tree isomorphism and the subtree isomorphism problems have efficient polynomial time solutions. Moreover, Tai [16] has proposed a generalization of the string edit distance problem from the linear structure of a string to the non-linear structure of a tree. The resulting tree edit distance differs from the general graph edit distance in that edit operations are carried out only on nodes and never directly on edges. The edit operations thus defined are node deletion, node insertion and node relabeling. This simplified set of edit operations is guaranteed to preserve the connectivity of the tree structure. Zhang and Shasha [22] have investigated a special case which involves adding the constraint that the solution must maintain the order of the children of a node. With this order among siblings, they showed that the tree-matching problem is still in P and gave an algorithm to solve it. In subsequent work they showed that the unordered case was indeed an NP hard problem [23]. The NP-completeness, though, can be eliminated again by adding particular constraints to the edit operations. In particular, it can be shown that the problem returns to P when we add the constraint of strict hierarchy, that is when separate subtrees are constrained to be mapped to separate subtrees [21].
In this paper we propose an energy minimization method for efficiently computing the weighted tree edit distance. We follow Pelillo [11] by casting the problem into the Motzkin-Straus framework. To achieve this goal we use the graph-theoretic notion of tree closure. We show that, given a tree T, then any tree obtained by cutting nodes from T is a subtree of the closure of T. Furthermore, we can eliminate subtrees that can not be obtained from T by solving a series of max-clique problems. In this way we provide a divide and conquer method for finding the maximum edited common subtree by searching for maximal cliques of an association graph formed from the closure of the two trees. With this representation to hand, we follow Bomze et al. [3] and use a variant of the Motzkin Straus theorem to convert the maximum weighted clique problem into a quadratic programming problem which can be solved by relaxation labeling.

2 Exact Tree Matching

In this section we describe a polynomial time algorithm for the subtree isomorphism problem. This allows us to formalize some concepts and give a starting point to extend the approach to the minimum tree edit distance problem.

2.1 Association Graph

The phase space we use to represent the matching of nodes is the directed association graph, a variant of the association graph. The association graph is a structure that is frequently used in graph matching problems. The nodes of the association graph are the Cartesian products of nodes of the graphs to be matched. Hence, each node represents a possible association, or match, of a node in one graph to a node in the other. The edges of the association graph represent the pairwise constraints of the problem: they represent both connectivity on the original graphs and the feasibility of a solution with the linked associations.

Hierarchical graphs have an order relation induced by paths: given two nodes a and b, (a, b) is in this relation if and only if there is a path from a to b. When the directed graph is acyclic, this relation can be shown to be an (irreflexive) order relation. The use of directed arcs in the association graph allows us to make use of this order. We connect nodes with directed arcs in a way that preserves the ordering of the associated graph. The graph obtained can be shown to be ordered still. Specifically, an association graph for the tree isomorphism problem can be shown to be a forest.

![Fig. 1. Terminology on directed graphs](image-url)
For the exact isomorphism problem (maximum common subgraph) the edges of the association graphs are:

\[(v, v') \rightarrow (u, u') \text{ iff } v \rightarrow u \text{ and } v' \rightarrow u'\]  

(1)

where \(v\) and \(u\) are nodes on one graph and \(v'\) and \(u'\) are nodes on the other.

**Proposition 1.** The directed association graph of two directed acyclic graphs (DAGs) \(G\) and \(G'\) is acyclic.

**Proof.** Let us assume that \((u_1, v_1) \rightarrow \cdots \rightarrow (u_n, v_n)\) is a cycle. Then, since an arc \((v, v') \rightarrow (u, u')\) in the association graph exists only if the arcs \(v \rightarrow u\) and \(v' \rightarrow u'\) exist in \(G\) and \(G'\) respectively, we have that \(u_1 \rightarrow \cdots \rightarrow u_n\) is a cycle in \(G\) and \(v_1 \rightarrow \cdots \rightarrow v_n\) is a cycle in \(G'\) against the hypothesis that they are DAGs.

**Proposition 2.** The directed association graph of two trees \(t\) and \(t'\) is a forest.

**Proof.** We already know that the association graph is a DAG, we have to show that for each node \((u, u')\) there is at most one node \((v, v')\) such that \((v, v') \rightarrow (u, u')\). Due to the way the association graph is constructed this means that either \(u\) or \(u'\) must have at most one incoming edge. But \(t\) and \(t'\) are trees, so both \(u\) and \(u'\) have at most one incoming edge, namely the one from the parent.

The directed association graph can be used to reduce a tree matching problem into subproblems: the best match given the association of nodes \(v\) and \(v'\) can be found examining only descendents of \(v\) and \(v'\) This gives us a divide and conquer solution to the maximum common subtree problem: use the association graph to divide the problem and transform it into maximum bipartite match subproblems, the subproblems can then be efficiently conquered with known polynomial time algorithms. We then extend the approach to the minimum unlabeled tree edit problem and present an evolutionary method to conquer the subproblems. Finally, we present a method to convert the divide and conquer approach into a multi-population evolutionary approach.

### 2.2 Maximum Common Subtree

We present a divide and conquer approach to the exact maximum common subtree problem. We call the maximum common subtree rooted at \((v, v')\) a solution to the maximum common subtree problem applied to two subtrees of \(t\) and \(t'\). In particular, the solution is on the subtrees of \(t\) and \(t'\) rooted at \(v\) and \(v'\) respectively. This solution is further constrained with the condition that \(v\) and \(v'\) are roots of the matched subtrees.

With the maximum rooted isomorphism problem for each children of \((v, v')\) at hand, the maximum isomorphism rooted at \((v, v')\) can be reduced to a maximum bipartite match problem. The two partitions \(V\) and \(V'\) of the bipartite match consist of the children of \(v\) and \(v'\) respectively. The weight of the match
between \( u \in V \) and \( u' \in V' \) is the sum of the matched weights of the maximum isomorphism rooted at \((u, u')\). In case of a non-weighted tree this is the cardinality of the isomorphism. With this structure we have a one-to-one relationship between matches in the bipartite graph and the children of \((v, v')\) in the association graph. The solution of the bipartite matching problem identifies a set of children of \((v, v')\) that satisfy the constraint of matching one node of \( t \) to no more than one node of \( t' \). Furthermore, among such sets is the one that guarantees the maximum total weight of the isomorphism rooted at \((v, v')\).

The maximum isomorphism between \( t \) and \( t' \) is a maximum isomorphism rooted at \((v, v')\), where either \( v \) or \( v' \) is the root of \( t \) or \( t' \) respectively. This reduces the isomorphism problem to \( n + m \) rooted isomorphism problems, where \( n \) and \( m \) are the cardinality of \( t \) and \( t' \). Furthermore, since there are \( nm \) nodes in the association graph, the problem is reduced to \( nm \) maximum bipartite match problems.

### 3 Inexact Tree Matching

We want to extend the algorithm to provide us with an error-tolerant tree isomorphism. There is a strong connection between the computation of maximum common subtree and the tree edit distance. In [4] Bunke showed that, under certain constraints applied to the edit-cost function, computing the maximum common subgraph problem and the minimum graph edit distance are equivalent to one-another.

This is not directly true for trees, because of the added constraint that a tree must be connected. But, extending the concept to the common edited sub-tree, we can use common substructures to find the minimum cost edited tree isomorphism. In particular, we want to match weighted trees. These are trees with weight associated to the nodes and with the property that the cost of an edit operation is a function of the weight of the nodes involved.

Following common use, we consider three fundamental operations:

- **node removal**: this operation removes a node and links the children to the parent of said node.
- **node insertion**: the dual of node removal
- **node relabel**: this operation changes the weight of a node.

In our model the cost node removal and insertion is equal to the weight of the node, while the cost of relabeling a node is equal to the difference in the weights. This approach identifies node removal to relabel to 0 weight and is a natural interpretation when the weight represents the “importance” of the node.

Since a node insertion on the data tree is dual to a node removal on the model tree, we can reduce the number of operations to be performed to only node removal, as long as we perform the operations on both trees.

At this point we introduce the concept of *edited isomorphism*. Assuming that we have two trees \( T_1 \) and \( T_2 \) and a tree \( T' \) that can be obtained from both with node removal and relabel operations, \( T' \) will induce an isomorphism between
nodes in $T_1$ and $T_2$ so that places two nodes in correspondence if and only if they get cut down to the same node in $T'$. We call such isomorphism an edited isomorphism induced by $T'$. From the definition it is clear that there is a tree $T'$, obtained only with node removal and relabel operations, so that the sum of the edit distance from this tree to $T_1$ and $T_2$ is equal to the edit distance between $T_1$ and $T_2$, i.e. a median tree. We say that the isomorphism induced by this tree is a maximum edited isomorphism because it maximizes $W_m = \sum_{i,j} \min(w_i, w_j)$, where $i$ and $j$ are nodes matched by the isomorphism, and $w_i$ and $w_j$ are their weights. In fact, if we $W_1$ and $W_2$ be the weights in $T_1$ and $T_2$ respectively, the edit distance between $T_1$ and $T'$ is $W_1 - W_m$, the distance between $T_1$ and $T_2$ is $W_1 + W_2 - 2W_m$. Clearly, finding the maximum edited isomorphism is equivalent to solving the tree edit distance problem.

3.1 Editing the Transitive Closure of a Tree

For each node $v$ of $t$, we can define an edit operation $E_v$ on the tree and an edit operation $\mathcal{E}_v$ on the closure $\mathcal{C}t$ of the tree $t$ (see Figure 1). In both cases the edit operation removes the node $v$, all the incoming edges, and all the outgoing edges.

We show that the transitive closure operation and the node removal operation commute, that is we have:

**Lemma 1.** $\mathcal{E}_v(\mathcal{C}(t)) = \mathcal{C}(E_v(t))$

**Proof.** If a node is in $\mathcal{E}_v(\mathcal{C}(t))$ it is clearly also in $\mathcal{C}(E_v(t))$. What is left is to show is that an edge $(a, b)$ is in $\mathcal{E}_v(\mathcal{C}(t))$ if and only if it is in $\mathcal{C}(E_v(t))$.

If $(a, b)$ is in $\mathcal{C}(E_v(t))$ then neither $a$ nor $b$ is $v$ and there is a path from $a$ to $b$ in $E_v(t)$. Since the edit operation $E_v$ preserves connectedness and the hierarchy, there must be a path from $a$ to $b$ in $t$ as well. This implies that $(a, b)$ is in $\mathcal{C}(t)$. Since neither $a$ nor $b$ is $v$, the operation $\mathcal{E}_v$ will not delete $(a, b)$. Thus $(a, b)$ is in $\mathcal{E}_v(\mathcal{C}(t))$.

If $(a, b)$ is in $\mathcal{E}_v(\mathcal{C}(t))$, then it is also in $\mathcal{C}(t)$, because $\mathcal{E}_v(\mathcal{C}(t))$ is obtained from $\mathcal{C}(t)$ by simply removing a node and some edges. This implies that there is a path from $a$ to $b$ in $t$ and, as long as neither $a$ nor $b$ are $v$, there is a path from $a$ to $b$ in $E_v(t)$ as well. Thus $(a, b)$ is in $\mathcal{C}(E_v(t))$. Since $(a, b)$ is in $\mathcal{E}_v(\mathcal{C}(t))$, both $a$ and $b$ must be nodes in $\mathcal{E}_v(\mathcal{C}(t))$ and, thus, neither can be $v$.

Furthermore, the transitive closure operation clearly commutes with node relabeling as well, since one acts only on weights and the other acts only on node connectivity.

We call a subtree $s$ of $\mathcal{C}t$ consistent if for each node $v$ of $s$ there cannot be two children $a$ and $b$ so that $(a, b)$ is in $\mathcal{C}t$. In other words, given two nodes $a$ and $b$, siblings in $s$, $s$ is consistent if and only if there is no path from $a$ to $b$ in $t$.

We can, now, prove the following:

**Theorem 1.** A tree $\hat{t}$ can be obtained from a tree $t$ with an edit sequence composed of only node removal and node relabeling operations if and only if $\hat{t}$ is a consistent subtree of the DAG $\mathcal{C}t$. 

Proof. Let us assume that there is an edit sequence \( \{ E_{v_i} \} \) that transforms \( t \) into \( \hat{t} \), then, by virtue of the above lemma, the dual edit sequence \( \{ E_{v_i} \} \) transforms \( Ct \) into \( C\hat{t} \). By construction we have that \( \hat{t} \) is a subtree of \( C\hat{t} \) and \( C\hat{t} \) is a subgraph of \( Ct \), thus \( \hat{t} \) is a subtree of \( Ct \). Furthermore, since the node removal operations respect the hierarchy, \( \hat{t} \) is a consistent subtree of \( Ct \).

To prove the converse, assume that \( \hat{t} \) is a consistent subtree of \( Ct \). If \((a, b)\) is an edge of \( \hat{t} \), then it is an edge on \( Ct \) as well, i.e. there is a path from \( a \) to \( b \) in \( t \) and we can define a sequence of edit operations \( \{ E_{v_i} \} \) that removes any node between \( a \) and \( b \) in such a path. Showing that the nodes \( \{ v_i \} \) deleted by the edit sequence cannot be in \( \hat{t} \) we show that all the edit operations defined this way are orthogonal. As a result they can be combined to form a single edit sequence that solves the problem.

Let \( v \) in \( \hat{t} \) be a node in the edited path and let \( p \) be the minimum common ancestor of \( v \) and \( a \) in \( \hat{t} \). Furthermore, let \( w \) be the only child of \( p \) in \( \hat{t} \) that is an ancestor of \( v \) in \( \hat{t} \) and let \( q \) be the only child of \( p \) in \( \hat{t} \) that is an ancestor of \( a \) in \( \hat{t} \). Since \( a \) is an ancestor of \( v \) in \( t \), an ancestor of \( v \) can be a descendant of \( a \), an ancestor of \( a \), or \( a \) itself. This means that \( w \) has to be in the edited path. Were it not so, then \( w \) had to be \( a \) or an ancestor of \( a \) against the hypothesis that \( p \) is the minimum common ancestor of \( v \) and \( a \). Since \( q \) is an ancestor of \( a \) in \( t \) and \( a \) is an ancestor of \( w \) in \( t \), \( q \) is an ancestor of \( w \) in \( t \), but \( q \) and \( w \) are siblings in \( \hat{t} \) against the hypothesis that \( \hat{t} \) is consistent.

Using this result, we can show that the minimum cost edited tree isomorphism between two trees \( t \) and \( t' \) is a maximum common consistent subtree of the two DAGs \( Ct \) and \( Ct' \), provided that the cost of node removal and node matching depends only on the weights.

The minimum cost edited tree isomorphism is a tree that can be obtained from both model tree \( t \) and data tree \( t' \) with node removal and relabel operations. By virtue of the theorem above, this tree is a consistent subtree of both \( Ct \) and \( Ct' \). The tree must be obtained with minimum combined edit cost. Since node removal can be considered as matching to a node with 0 weight, the isomorphism that grants the minimum combined edit cost is the one that gives the maximum combined match, i.e. it must be the maximum common consistent subtree of the two DAGs.

### 3.2 Cliques and Common Consistent Subtrees

In this section we show that the directed association graph induces a divide and conquer approach to edited tree matching as well. Given two trees \( t \) and \( t' \) to be matched, we create the directed association graph of the transitive closures \( Ct \) and \( Ct' \) and we look for a consistent matching tree in the graph. That is we seek a tree in the graph that corresponds to two consistent trees in the transitive closures \( Ct \) and \( Ct' \). The maximum such tree corresponds to the maximum common consistent subtree of \( Ct \) and \( Ct' \).

In analogy to what we did for the exact matching case, we divide the problem into a maximum common consistent subtree rooted at \((v, w)\), for each node
(v, w) of the association graph. We show that, given the weight of the maximum common consistent subtree rooted at each child of (v, w) in the association graph, then we can transform the rooted maximum common consistent subtree problem into a max weighted clique problem. Solving this problem for each node in the association graph and looking for the maximum weight rooted common consistent subtree, we can find the solution to the minimum cost edited tree isomorphism problem.

Let us assume that we know the weight of the isomorphism for every child of (v, w) in the association graph. We want to find the consistent set of siblings with greatest total weight. Let us construct an undirected graph whose nodes consist of the children of (v, w) in the association graph. We connect two nodes (p, q) and (r, s) if and only if there is no path connecting p and r in t and there is no path connecting q and s in t'. This means that we connect two matches (p, q) and (r, s) if and only if they match nodes that are consistent siblings in each tree. Furthermore, we assign to each association node (a, b) a weight equal to the weight of the maximum common consistent subtree rooted at (a, b). The maximum weight clique of this graph will be the set of consistent siblings with maximum total weight. The weight of the maximum common consistent subtree rooted at (v, w) will be this weight plus the minimum of the weights of v and w, i.e. the maximum weight that can be obtained by the match. Furthermore, the nodes of the clique will be the children of (v, w) in the maximum common consistent subtree.

3.3 Heuristics for the Maximum Weighted Clique

As we have seen, we have transformed an inexact tree matching problem into a series of maximum weighted clique problems. That is, we transformed one NP-complete problem into multiple NP-complete problems. The reason behind this approach lies in the fact that the max clique problem is, on average, a relatively easy problem. Furthermore, since the seminal paper of Barrow and Burstall [1], it is a standard technique for structural matching and a large number of approaches and very powerful heuristics exist to solve it or approximate it.

The approach we will adopt to solve each single instance of the max weight clique problem is an evolutionary one introduced by Bomze, Pelillo and Stix [3]. This approach is based on a continuous formulation of the combinatorial problem and transforms it into a symmetric quadratic programming problem in the simplex Δ. For more detail we refer to the appendix.

Relaxation labeling is a evidence combining process developed in the framework of constraint satisfaction problems. Its goal is to find a classification p that satisfies pairwise constraints and interactions between its elements. The process is determined by the update rule

\[ p_i^{t+1}(\lambda) = \frac{p_i^t(\lambda)q_i^t(\lambda)}{\sum_\mu p_i^t(\mu)q_i^t(\mu)}, \]

where the compatibility component is \( q_i(\lambda) = \sum_{j=1}^n \sum_{\mu=1}^m r_{ij}(\lambda, \mu)p_j(\mu) \).
In [12] Pelillo showed that the function \( A(p) = \sum \lambda p_i(\lambda) q_i(\lambda) \) is a Lyapunov function for the process, i.e. \( A(p^{t+1}) \geq A(p^t) \), with equality if and only if \( p^t \) is stationary.

### 3.4 Putting It All Together

In the previous sections we proved that the maximum edited tree isomorphism problem can be reduced to \( n m \) maximum weight clique problem and we have given an iterative process that is guaranteed to find maximal weight cliques. In this section we will show how to use these ideas to develop a practical algorithm.

A direct way is to use the relaxation labeling dynamics starting from the leaves of the directed association graph and propagate the result upwards in the graph using the weight of the extracted clique to initialize the compatibility matrix of every parent association. For a subproblem rooted at \((u, v)\) the compatibility coefficients can be calculated knowing the weight \( M \) of every isomorphism rooted at the descendants of \( u \) and \( v \). Specifically, the compatibility coefficients are initialized as \( R_{(u,v)} = \gamma ee^T - C \), or, equivalently,

\[
 r_{(u,v)}(a,a',b,b') = \gamma - c_{(a,a')(b,b')},
\]

where

\[
 c_{(a,a')(b,b')}^{(u,v)} = \begin{cases} 
 \frac{1}{2M_{(a,a')}}^{(u,v)} & \text{if } (a,a') = (b,b') \\
 c_{(a,a')(b,b')}(u,v) + c_{(a,a')(b,b')}^{(u,v)} & \text{if } (a,a') \text{ and } (b,b') \text{ are consistent} \\
 0 & \text{otherwise.}
\end{cases}
\]

This approach imposes a sequentiality to an otherwise highly parallel algorithm. An alternative can be obtained transforming the problem into a single multi-object labeling process. With this approach we set up a labeling problem with one object per node in the association graph, and at each iteration we update the label distribution for each object. We, then, update the compatibility matrices according to the new weight estimate.

This multi-object approach uses the fact that the compatibility matrix for one rooted matching subproblem does not depend upon which nodes are matched below the root, but only on the number of matches. That is, to solve one subproblem we need to know only the weight of the cliques rooted at the children, not the nodes that form the clique.

Gibbons’ result [7] guarantees that the weight of the clique is equal to \( \frac{1}{x^T B x} \), where \( x \) is the characteristic vector of the clique and \( B \) is the weight matrix defined in (3). This allows us to generate an estimate of the clique at each iteration: given the current distribution of label probability \( p \) for the subproblem rooted at \((u,v)\), we estimate the number of nodes matched under \((u,v)\) as \( \frac{1}{p^T B p} \), and thus we assign to \((u,v)\) the weight \( M_{(u,v)} = \frac{1}{p^T B p} + \min(w_u,w_v) \), that is the weight of the maximum set of consistent descendants plus the weight that can be obtained matching node \( u \) with node \( v \).

We obtain a two step update rule: at each iteration we update the label probability distribution according to equation (2), and then we use the updated distributions to generate new compatibility coefficients according to the rule

\[
 r_{u,v}(a,a',b,b') = \gamma - c_{(a,a')(b,b')},
\]

where
4 Experimental Results

We evaluate the new tree-matching method on the problem of shock-tree matching. The idea of characterizing boundary shape using the differential singularities of the reaction-diffusion equation was first introduced in the computer vision literature by Kimia, Tanimoto, and Zucker [8]. The idea is to evolve the boundary of an object to a canonical skeleton form using the reaction-diffusion equation. The skeleton is approximated by the support of the reaction-diffusion equation.

The reaction-diffusion equation is
\[
\frac{\partial u}{\partial t} = D \Delta u - f(u)
\]
where \( D \) is the diffusion coefficient, \( f(u) \) is a reaction function, and \( u(x,t) \) is the solution.

A way around this problem is to choose an initialization that assigns a higher initial likelihood to matches that are higher up on the substructure. In our experiments, we decided to initialize the probability of the association (a, b) of the substructure and the initial assignments for the label distribution of each subproblem.

Another possible variation to the algorithm can be obtained using different initial assignments for the label distribution of each subproblem. A common approach is to initialize the assignment close to the barrier of attraction.

Efficiently Computing Weighted Tree Edit Distance

\[
E(a, b) = \begin{cases} 
\sum_{e \in a} w(e) \cdot d_e(a_b, b_a) & \text{if } (a, b) = (b, a) \\
0 & \text{if } (a, b) \text{ and } (b, a) \text{ are consistent} 
\end{cases}
\]

if \( (a, b) = (b, a) \) then

\[
E(a, b) = \sum_{e \in a} w(e) \cdot d_e(a_b, b_a)
\]

otherwise
determined by their time of formation [13,15]. The later the time of formation, and hence their proximity to the center of the shape, the higher the shock in the hierarchy. While this temporal notion of relevance can work well with isolated shocks (maxima and minima of the radius function), it fails on monotonically increasing or decreasing shock groups. To give an example, a protrusion that ends on a vertex will always have the earliest time of creation, regardless of its relative relevance to the shape.

We generate two variants of this matching problem. In the first variant we use a purely symbolic approach: Here the shock trees have uniform weight and we match only the structure. The second variant is weighted: we assign to each shock group a weight proportional to the length of the border that generates the shock; this value proves to be a good measure of skeletal similarity [17].

For our experiments we used a database consisting of 16 shapes. For each shape in the database, we computed the maximum edited isomorphism with the other shapes. In the unweighted version the “goodness” measure of the match is the average fraction of nodes matched, that is, \( W(t_1, t_2) = \frac{1}{2} \left( \frac{\#t}{\#t_1} + \frac{\#t}{\#t_2} \right) \), where \( \#t \) indicates the number of nodes in the tree \( t \). Conversely, to calculate the goodness of the weighted match we weight so that the sum over all the nodes of a tree is 1. The way we use the total weight of the maximum common edited isomorphism as a measure for the match. In figure 2 we show the shapes and the goodness measure of their match. The top value of each cell is the result for the unweighted case, the bottom value is represents the weighted match.

To illustrate the usefulness of the set of similarity measures, we have used them as input to a pairwise clustering algorithm [9]. The aim here is see whether the clusters extracted from the weighted or the unweighted tree edit distance correspond more closely to the different perceptual shape categories in the database. In the unweighted case the process yielded six clusters (brush (1) + brush (2) + wrench (4); spanner (3) + horse (13); pliers (5) + pliers (6) + hammer (9); pliers (7) + hammer (8) + horse (12); fish (10) + fish (12); hand (14) + hand (15) + hand (16). Clearly there is merging and leakage between the different shape categories. Clustering on the weighted tree edit distances gives better results yielding seven clusters: brush (1) + brush (2); spanner (3) + spanner (4); pliers (5) + pliers (6) + pliers (7); hammer (8) + hammer (9); fish (10) + fish (11); horse (12) + horse (13); hand (14) + hand (15) + hand (16)). These correspond exactly to the shape categories in the data-base.

5 Sensitivity Study

To augment these real world experiments, we have performed a sensitivity analysis. The aim here is to characterise the effects measurement errors resulting from noise or jitter on the weights and the structural errors resulting from node removal.

Node removal tests the capability of the method to cope with structural modification. To do this we remove an increasing fraction of nodes from a randomly generated tree. We then we match the modified tree against its unedited version.
Since we remove nodes only from one tree, the edited tree will have an exact match against the unedited version. Hence, we know the optimum value of the weight that should be attained by the maximum edited isomorphism. This is equal to the total weight of the edited tree.

By adding measurement errors or jitter to the weights, we test how the method copes with a modification in the weight distribution. The measurement errors are normally distributed with zero mean and controlled variance. Here we match the tree of noisy or jittered weights against its noise-free version. In this case we have no easy way to determine the optimal weight of the isomorphism, but we do expect a smooth drop in total weight with increasing noise variance.

We performed the experiments on trees with 10, 15, 20, 25, and 30 nodes. For each experimental run we used 11 randomly generated trees. The procedure for generating the random trees was as follows: we commence with an empty tree.
Fig. 3. Sensitivity analysis: top-left node removal, top-right node removal without outliers, bottom-left weight jitter, bottom-right weight jitter without outliers.

(i.e. one with no nodes) and we iteratively add the required number of nodes. At each iteration nodes are added as children of one of the existing nodes. The parents are randomly selected with uniform probability from among the existing nodes. The weight of the newly added nodes are selected at random from an exponential distribution with mean 1. This procedure will tend to generate trees in which the branch ratio is highest closest to the root. This is quite realistic of real-world situations, since shock trees tend to have the same characteristic.

The fraction of nodes removed was varied from 0% to 60%. In figure 3 top left we show the ratio of the computed weighted edit distance to the optimal value of the maximum isomorphism. Interestingly, for certain trees the relaxation algorithm failed to converge within the allotted number of iterations. Furthermore, the algorithm also failed to converge on the noise corrupted variants of these trees. In other cases, the algorithm exhibited particularly rapid convergence. Again, the variants of these trees also showed rapid algorithm convergence. When the method fails to converge in an allocated number of iterations, we can still give a lower bound to the weight. However, this bound is substantially lower than the average value obtained when the algorithm does converge. The top right-hand graph of figure 3 shows the ratio of weight matched when we eliminate these convergence failures. The main conclusion that can be drawn from these two plots are as follows. First, the effect of increasing structural error is to cause a systematic underestimation of the weighted edit distance. The different
curves all exhibit a minimum value of the ratio. The reason for this is that the matching problem becomes trivial as the trees are decimated to extinction.

The bottom row of figure 3 shows the results obtained when we have added measurement errors or jitter to the weights. We noise corrupted weights were obtained with randomly added Gaussian noise with standard deviation ranging from 0 to 0.6. The bottom left-hand graph shows the result of this test. It is clear that the matched weight decreases almost linearly with the noise standard deviation. In these experiments, we encountered similar problems with algorithm non-convergence. Furthermore, the problematic instances were identical. This further supports the observation that the problem strongly depends on the instance. The bottom right-hand plot shows the results of the jitter test with the convergence failures removed.

6 Conclusions

In this paper we have investigated a optimization approach to tree matching. We based the work on to tree edit distance framework. We show that any tree obtained with a sequence of cut operation is a subtree of the transitive closure of the original tree. Furthermore we show that the necessary condition for any subtree to be a solution can be reduced a clique problem in a derived structure. Using this idea we transform the tree edit distance problem into a series of maximum weight cliques problems and then we use relaxation labeling to find an approximate solution.

In a set of experiments we apply this algorithm to match shock graphs, a graph representation of the morphological skeleton. The results of these experiments are very encouraging, showing that the algorithm is able to match similar shapes together. Furthermore we provide some sensitivity analysis of the method.

A Motzkin-Strauss Heuristic

In 1965, Motzkin and Strauss [10] showed that the (unweighted) maximum clique problem can be reduced to a quadratic programming problem on the $n$-dimensional simplex $\Delta = \{x \in \mathbb{R}^n | x_i \geq 0 \text{ for all } i = 1 \ldots n, \sum_i x_i = 1\}$, here $x_i$ are the components of vector $x$. More precisely, let $G = (V, E)$ be a graph where $V$ is the node set and $E$ is the edge set, and let $C \subseteq V$ be a maximum clique of $G$, then the vector $x^* = \{x_i^* = 1/#C \text{ if } i \in C, 0 \text{ otherwise}\}$, maximizes in $\Delta$ the function $g(x) = x^T Ax$, where $A$ is the adjacency matrix of $G$. Furthermore, given a set $S \subseteq V$, we define the characteristic vector $x^S$

$$x_i^S = \begin{cases} 1/#S & \text{if } i \in S \\ 0 & \text{otherwise}, \end{cases}$$

$S$ is a maximum (maximal) clique if and only if $g(x^S)$ is a global (local) maximum for the function $g$. 

451 Efficiently Computing Weighted Tree Edit Distance
Gibbons et al. [7] generalized this result to the weighted clique case. In their formulation the association graph is substituted with a matrix $B = (b_{ij})_{i,j \in V}$ is related to the weights and connectivity of the graph by the relation

$$b_{ij} = \begin{cases} 1/w_i & \text{if } i = j \\ k_{ij} \geq \frac{b_{ii} + b_{jj}}{2} & \text{if } (i,j) \notin E \\ 0 & \text{otherwise.} \end{cases} \quad (3)$$

Let us consider a weighted graph $G = (V, E, w)$, where $V$ is the set of nodes, $E$ the set of edges, and $w : V \to \mathbb{R}$ a weight function that assigns a weight to each node. Gibbons et al. proved that, given a set $S \subseteq V$ and its characteristic vector $x^S$ defined as

$$x^S_i = \begin{cases} \sum_{j \in S} w(j) & \text{if } i \in S, \\ 0 & \text{otherwise,} \end{cases}$$

$S$ is a maximum (maximal) weight clique if and only if $x^S$ is a global (local) minimizer for equation $x^T B x$. Furthermore, the weight of the clique $S$ is $w(S) = \frac{1}{x^T B x^S}$.

Unfortunately, under this formulation, the minima are not necessarily isolated: when we have more than one clique with the same maximal weight, any convex linear combinations of their characteristic vectors will give the same maximal value. What this implies is that, if we find a minimizer $x^*$ we can derive the weight of the clique, but we might not be able to tell the nodes that constitute it.

Bomze, Pelillo and Stix [3] introduce a regularization factor to the quadratic programming method that generates an equivalent problem with isolated solutions. The new quadratic program minimizes $x^T C x$ in the simplex, where the matrix $C = (c_{ij})_{i,j \in V}$ is defined as

$$c_{ij} = \begin{cases} \frac{1}{2w_i} & \text{if } i = j \\ k_{ij} \geq c_{ii} + c_{jj} & \text{if } (i,j) \notin E, i \neq j \\ 0 & \text{otherwise.} \end{cases} \quad (4)$$

Once again, $S$ is a maximum (maximal) weighted clique if and only if $x^S$ is a global (local) minimizer for the quadratic program.

To solve the quadratic problem we transform it into the equivalent problem of maximizing $x^T (\gamma e e^T - C) x$, where $e = (1, \ldots, 1)^T$ is the vector with every component equal to 1 and $\gamma$ is a positive scaling constant.
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Abstract. The interest of graph matching techniques in the pattern recognition field is increasing due to the versatility of representing knowledge in the form of graphs. However, the size of the graphs as well as the number of attributes they contain can be too high for optimization algorithms. This happens for instance in image recognition, where structures of an image to be recognized need to be matched with a model defined as a graph.

In order to face this complexity problem, graph matching can be regarded as a combinatorial optimization problem with constraints and it therefore can be solved with evolutionary computation techniques such as Genetic Algorithms (GAs) and Estimation Distribution Algorithms (EDAs).

This work proposes the use of EDAs, both in the discrete and continuous domains, in order to solve the graph matching problem. As an example, a particular inexact graph matching problem applied to recognition of brain structures is shown. This paper compares the performance of these two paradigms for their use in graph matching.

1 Introduction

Many articles about representation of structural information by graphs in domains such as image interpretation and pattern recognition can be found in the literature [1]. In those, graph matching is used for structural recognition of images: the model (which can be an atlas or a map depending on the application) is represented in the form of a graph, where each node contains information for a particular structure and arcs contain information about relationships between

structures; a data graph is generated from the images to be analyzed and contains similar information. Graph matching techniques are then used to determine which structure in the model corresponds to each of the structures in a given image.

Most existing problems and methods in the graph matching domain assume graph isomorphism, where both graphs being matched have the same number of nodes and links. In some cases this bijective condition between the two graphs is too strong and it is necessary to weaken it and to express the correspondence as an inexact graph matching problem.

When the generation of the data graph from an original image is done without the aid of an expert, it is difficult to segment accurately the image into meaningful entities, that is why over-segmentation techniques need to be applied [1,2,3]. As a result, the number of nodes in the data graph increases and isomorphism condition between the model and data graphs cannot be assumed. Such problems call for inexact graph matching, and similar examples can be found in other fields.

Several techniques have been applied to inexact graph matching, including combinatorial optimization [4,5,6], relaxation [7,8,9,10,11], EM algorithm [12,13], and evolutionary computation techniques such as Genetic Algorithms (GAs) [14,15].

This work proposes the use of Estimation Distribution Algorithm (EDA) techniques in both the discrete and continuous domains, showing the potential of this new evolutionary computation approach among traditional ones such as GAs.

The outline of this work is as follows: Section 2 is a review of the EDA approach. Section 3 illustrates the inexact graph matching problem and shows how to face it with EDAs. Section 4 describes the experiment carried out and the results obtained. Finally, Section 5 gives the conclusions and suggests further work.

2 Estimation Distribution Algorithms

2.1 Introduction

EDAs [16,17,18] are non-deterministic, stochastic heuristic search strategies that form part of the evolutionary computation approaches, where number of solutions or individuals are created every generation, evolving once and again until a satisfactory solution is achieved. In brief, the characteristic that most differentiates EDAs from other evolutionary search strategies such as GAs is that the evolution from a generation to the next one is done by estimating the probability distribution of the fittest individuals, and afterwards by sampling the induced model. This avoids the use of crossing or mutation operators, and the number of parameters that EDAs require is reduced considerably.

In EDAs, the individuals are not said to contain genes, but variables which dependencies have to be analyzed. Also, while in other heuristics from evolutionary computation the interrelations between the different variables representing the individuals are kept in mind implicitly (e.g. building block hypothesis), in
EDA

\[ D_0 \leftarrow \text{Generate } N \text{ individuals (the initial population) randomly} \]

\textbf{Repeat} for \( l = 1, 2, \ldots \) until a stopping criterion is met

\[ D_{l-1}^{Se} \leftarrow \text{Select } Se \leq N \text{ individuals from } D_{l-1} \text{ according to a selection method} \]

\[ \rho_l(x) = \rho(x|D_{l-1}^{Se}) \leftarrow \text{Estimate the probability distribution of an individual being among the selected individuals} \]

\[ D_l \leftarrow \text{Sample } N \text{ individuals (the new population) from } \rho_l(x) \]

**Fig. 1.** Pseudocode for EDA approach.

EDAs the interrelations are expressed explicitly through the joint probability distribution associated with the individuals selected at each iteration. The task of estimating the joint probability distribution associated with the database of the selected individuals from the previous generation constitutes the hardest work to perform, as this requires the adaptation of methods to learn models from data developed in the domain of probabilistic graphical models.

Figure 1 shows the pseudocode of EDA, in which we distinguish four main steps in this approach:

1. At the beginning, the first population \( D_0 \) of \( N \) individuals is generated, usually by assuming an uniform distribution (either discrete or continuous) on each variable, and evaluating each of the individuals.
2. Secondly, a number \( Se \) \((Se \leq N)\) of individuals are selected, usually the fittest ones.
3. Thirdly, the \( n \)-dimensional probabilistic model that better expresses the interdependencies between the \( n \) variables is induced.
4. Next, the new population of \( N \) new individuals is obtained by simulating the probability distribution learned in the previous step.

Steps 2, 3 and 4 are repeated until a stopping condition is verified. The most important step of this new paradigm is to find the interdependencies between the variables (step 3). This task will be done using techniques from the field of probabilistic graphical models.

Next, some notation is introduced. Let \( X = (X_1, \ldots, X_n) \) be a set of random variables, and let \( x_i \) be a value of \( X_i \), the \( i^{th} \) component of \( X \). Let \( y = (x_i)_{X_i \in Y} \) be a value of \( Y \subseteq X \). Then, a probabilistic graphical model for \( X \) is a graphical factorization of the joint generalized probability density function, \( \rho(X = x) \) (or simply \( \rho(x) \)). The representation of this model is given by two components: a structure and a set of local generalized probability densities.

With regard to the structure of the model, the structure \( S \) for \( X \) is a directed acyclic graph (DAG) that describes a set of conditional independences between the variables on \( X \). \( Pa_{i}^{S} \) represents the set of parents –variables from which
an arrow is coming out in \( S \) of the variable \( X_i \) in the probabilistic graphical model, the structure of which is given by \( S \). The structure \( S \) for \( X \) assumes that \( X_i \) and its non descendants are independent given \( Pa_i^S, i = 2, \ldots, n \). Therefore, the factorization can be written as follows:

\[
\rho(x) = \rho(x_1, \ldots, x_n) = \prod_{i=1}^{n} \rho(x_i \mid pa_i^S). \tag{1}
\]

Furthermore, regarding the local generalized probability densities associated with the probabilistic graphical model, these are precisely the ones appearing in Equation 1.

A representation of the models of the characteristics described above assumes that the local generalized probability densities depend on a finite set of parameters \( \theta_S \in \Theta_S \), and as a result the previous equation can be rewritten as follows:

\[
\rho(x \mid \theta_S) = \prod_{i=1}^{n} \rho(x_i \mid pa_i^{S}, \theta_i) \tag{2}
\]

where \( \theta_S = (\theta_1, \ldots, \theta_n) \).

After having defined both components of the probabilistic graphical model, the model itself will be represented by \( M = (S, \theta_S) \).

### 2.2 EDAs in Discrete Domains

In the particular case where every variable \( X_i \in X \) is discrete, the probabilistic graphical model is called Bayesian network [19]. If the variable \( X_i \) has \( r_i \) possible values, \( x_i^1, \ldots, x_i^{r_i} \), the local distribution, \( p(x_i \mid pa_i^{j=1, r_i}, \theta_i) \) is:

\[
p(x_i^k \mid pa_i^{j=1, r_i}, \theta_i) = \theta_{x_i^k|pa_i^{j=1, r_i}} = \theta_{ijk} \tag{3}
\]

where \( pa_i^{j=1, r_i}, \ldots, pa_i^{q_i, r_i} \) denotes the values of \( Pa_i^S \), that is the set of parents of the variable \( X_i \) in the structure \( S \); \( q_i \) is the number of different possible instantiations of the parent variables of \( X_i \). Thus, \( q_i = \prod_{X_j \in Pa_i} r_j \). The local parameters are given by \( \theta_i = \left( \theta_{ijk} \right)_{k=1}^{r_i} \). In other words, the parameter \( \theta_{ijk} \) represents the conditional probability that variable \( X_i \) takes its \( k^{\text{th}} \) value, knowing that the set of its parent variables takes its \( j^{\text{th}} \) value. We assume that every \( \theta_{ijk} \) is greater than zero.

All the EDAs are classified depending on the maximum number of dependencies between variables that they accept (maximum number of parents that a variable \( X_i \) can have in the probabilistic graphical model).

**Without Interdependencies.** The Univariate Marginal Distribution Algorithm (UMDA) [20] is a representative example of this category, which can be
written as:

\[ p_l(x; \theta^l) = \prod_{i=1}^{n} p_l(x_i; \theta^l_i) \]  

(4)

where \( \theta^l = \{ \theta^l_{ijk} \} \) is recalculated every generation by its maximum likelihood estimation, i.e. \( \hat{\theta}^l_{ijk} = \frac{N_{i,j-1}^{l-1}}{N_{ij}^l} \). \( N_{ijk}^l \) is the number of cases on which the variable \( X_i \) takes the value \( x^k_i \) when its parents are on their \( j^\text{th} \) combination of values for the \( l^\text{th} \) generation, and \( N_{ij}^{l-1} = \sum_k N_{ijk}^{l-1} \).

**Pairwise Dependencies.** An example of this second category is the greedy algorithm called MIMIC (Mutual Information Maximization for Input Clustering) [21]. The main idea in MIMIC is to describe the true mass joint probability as closely as possible by using only one univariate marginal probability and \( n - 1 \) pairwise conditional probability functions.

**Multiple Interdependencies.** We will use EBNA (Estimation of Bayesian Network Algorithm) [22] as an example of this category. The EBNA approach was introduced for the first time in [23], where the authors use the Bayesian Information Criterion (BIC) [24] as the score to evaluate the goodness of each structure found during the search. Following this criterion, the corresponding BIC score \(-BIC(S, D)\) for a Bayesian network structure \( S \) constructed from a database \( D \) and containing \( N \) cases can be proved to be as follows:

\[ BIC(S, D) = \sum_{i=1}^{n} \sum_{j=1}^{q_i} \sum_{k=1}^{r_i} N_{ijk} \log \frac{N_{ijk}}{N_{ij}} - \frac{\log N}{2} \sum_{i=1}^{n} (r_i - 1) q_i \]  

(5)

where \( N_{ijk} \) denotes the number of cases in \( D \) in which the variable \( X_i \) has the value \( x^k_i \) and \( Pa_i \) is instantiated as its \( j^\text{th} \) value, and \( N_{ij} = \sum_{k=1}^{r_i} N_{ijk} \).

Unfortunately, to obtain the best model all possible structures must be searched through, which has been proved to be NP-hard [25]. Even if promising results have been obtained through global search techniques [26,27,28], their computation cost makes them impractical for our problem. As the aim is to find a model as good as possible –even if not the optimal– in a reasonable period of time, a simpler algorithm is preferred. An example of the latter is the so called Algorithm B [29], which is a greedy search heuristic that begins with an arc-less structure and adds iteratively the arcs that produce maximum improvement according to the BIC approximation –but other measures can also be applied. The algorithm stops when adding another arc would not increase the score of the structure.

Local search strategies are another way of obtaining good models. These begin with a given structure, and every step the addition or deletion of an arc that improves most the scoring measure is performed. Local search strategies stop when no modification of the structure improves the scoring measure. The
main drawback of local search strategies is their strong dependence on the initial structure. Nevertheless, since it has been shown in [30] that local search strategies perform quite well when the initial structure is reasonably good, the model of the previous generation could be used as the initial structure.

The initial model $M_0$ in EBNA, is formed by its structure $S_0$ which is an arcless DAG and the local probability distributions given by the $n$ unidimensional marginal probabilities $p(X_i = x_i) = \frac{1}{n}$, $i = 1, \ldots, n$ – that is, $M_0$ assigns the same probability to all individuals. The model of the first generation – $M_1$ – is learned using Algorithm B, while the rest of the models are learned following a local search strategy that received the model of the previous generation as the initial structure.

Simulation in Bayesian Networks. In EDAs, the simulation of Bayesian networks is used merely as a tool to generate new individuals for the next population based on the structure learned previously. The method used in this work is the Probabilistic Logic Sampling (PLS) proposed in [31]. Following this method, the instantiations are done one variable at a time in a forward way, that is, a variable is not sampled until all its parents have already been so.

2.3 EDAs in Continuous Domains

In this section we introduce an example of the probabilistic graphical model paradigm that assumes the joint density function to be a multivariate Gaussian density.

The local density function for the $i^{th}$ variable is computed as the linear-regression model

$$f(x_i \mid pa_i^S, \theta_i) = \mathcal{N}(x_i; m_i + \sum_{x_j \in pa_i} b_{ji}(x_j - m_j), v_i)$$

(6)

where $\mathcal{N}(x; \mu, \sigma^2)$ is a univariate normal distribution with mean $\mu$ and variance $\sigma^2$.

Local parameters are given by $\theta_i = (m_i, b_i, v_i)$, where $b_i = (b_{i1}, \ldots, b_{in})^t$ is a column vector. Local parameters are as follows: $m_i$ is the unconditional mean of $X_i$, $v_i$ is the conditional variance of $X_i$ given $Pa_i$, and $b_{ji}$ is a linear coefficient that measures the strength of the relationship between $X_j$ and $X_i$. A probabilistic graphical model built from these local density functions is known as a Gaussian network [32]. Gaussian networks are of interest in continuous EDAs because the number of parameters needed to specify a multivariate Gaussian density is smaller.

Next, an analogous classification of continuous EDAs as for the discrete domain is done, in which these continuous EDAs are also classified depending on the number of dependencies they take into account.

Without Dependencies. In this case, the joint density function is assumed to follow a $n$–dimensional normal distribution, and thus it is factorized as a product
of n unidimensional and independent normal densities. Using the mathematical notation $X \equiv \mathcal{N}(x; \mu, \Sigma)$, this assumption can be expressed as:

$$f_{\mathcal{N}}(x; \mu, \Sigma) = \prod_{i=1}^{n} f_{\mathcal{N}}(x_i; \mu_i, \sigma_i) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi\sigma_i}} e^{-\frac{1}{2} \left( \frac{x_i - \mu_i}{\sigma_i} \right)^2}. \quad (7)$$

An example of continuous EDAs in this category is UMDA$_c$ [33].

**Bivariate Dependencies.** An example of this category is MIMIC$_c^G$ [33], which is basically an adaptation of the MIMIC algorithm [21] to the continuous domain.

**Multiple Dependencies.** Algorithms in this section are approaches of EDAs for continuous domains in which there is no restriction in the learning of the density function every generation. An example of this category is EGNA$_{BG}^c$ (Estimation of Gaussian Network Algorithm) [33]. The method used to find the Gaussian network structure is a Bayesian score+search. In EGNA$_{BG}^c$ a local search is used to search for good structures.

**Simulation of Gaussian Networks.** A general approach for sampling from multivariate normal distributions is known as the conditioning method, which generates instances of $X$ by sampling $X_1$, then $X_2$ conditionally to $X_1$, and so on. The simulation of a univariate normal distribution can be done with a simple method based on the sum of 12 uniform variables.

3 Graph Matching as a Combinatorial Optimization Problem with Constraints

3.1 Traditional Representation of Individuals

The choice of an adequate individual representation is a very important step in any problem to be solved with heuristics that will determine the behavior of the search. An individual represents a point in the search space that has to be evaluated, and therefore is a solution. For a graph matching problem, each solution represents a match between the nodes of a data graph $G_2$ and those of model graph $G_1$.

A possible representation that has already been used either in GAs or discrete EDAs [34] consists of individuals with $|V_2|$ variables, where each variable can take any value between 1 and $|V_1|$. More formally, the individual as well as the solution it represents could be defined as follows: for $1 \leq k \leq |V_1|$ and $1 \leq i \leq |V_2|$, $X_i = k$ means that the $i^{th}$ node of $G_2$ is matched with the $k^{th}$ node of $G_1$.

3.2 Representing a Matching as a Permutation

Permutation-based representations have been typically applied to problems such as the Travelling Salesman Problem (TSP), but they can also be used for inexact
graph matching. In this case the meaning of the individual is completely different, as an individual does not show directly which node of $G_2$ is matched with each node of $G_1$. In fact, what we obtain from each individual is the order in which nodes will be analyzed and treated so as to compute the matching solution that it is representing.

For the individuals to contain a permutation, the individuals will have the same size as the traditional ones described in Section 3.1 (i.e. $|V_2|$ variables long). However, the number of values that each variable can take will be $|V_2|$, and not $|V_1|$ as in that representation. In fact, it is important to note that a permutation is a list of numbers in which all the values from 1 to $n$ have to appear in an individual of size $n$. In other words, our new representation of individuals needs to satisfy a strong constraint in order to be considered as correct, that is, they all have to contain every value from 1 to $n$, where $n = |V_2|$.

More formally, for $1 \leq k \leq |V_2|$ and $1 \leq i \leq |V_2|$, $X_i = k$ means that the $k^{th}$ node of $G_2$ will be the $i^{th}$ node that is analyzed for its most appropriate match.

Now it is important to define a procedure to obtain the solution that each permutation symbolizes. As this procedure will be done for each individual, it is important that this translation is performed by a fast and simple algorithm. A way of doing this is introduced next.

A solution for the inexact graph matching problem can be calculated by comparing the nodes to each other and deciding which is more similar to which using a similarity function $\varpi(i, j)$ defined to compute the similarity between nodes $i$ and $j$. The similarity measures used so far in the literature have been applied to two nodes, one from each graph, and their aim was to help in the computation of the fitness of a solution, that is, the final value of a fitness function. However, the similarity measure $\varpi(i, j)$ proposed in this work is quite different, as these two nodes to be evaluated are both in the data graph $(i, j \in V_2)$ –see Section 4.3 for more details. With these new similarity values we will identify for each particular node of $G_2$ which other nodes in the data graph are most similar to it, and try to group it with the best set of already matched nodes.

Given an individual $\mathbf{x} = (x_1, \ldots, x_{|V_1|}, x_{|V_1|+1}, \ldots, x_{|V_2|})$, the procedure to do the translation is performed in two phases as follows:

1. The first $|V_1|$ values $(x_1, \ldots, x_{|V_1|})$ that directly represent nodes of $V_2$ will be matched to nodes $1, 2 \ldots, |V_1|$ (that is, the node $x_1 \in V_2$ is matched with the node $1 \in V_1$, the node $x_2 \in V_2$ is matched with the node $2 \in V_1$, and so on, until the node $x_{|V_1|} \in V_2$ is matched with the node $|V_1| \in V_1$).

2. For each of the following values of the individual, $(x_{|V_1|+1}, \ldots, x_{|V_2|})$, and following their order of appearance in the individual, the most similar node will be chosen from all the previous values in the individual by means of the similarity measure $\varpi$. For each of these nodes of $G_2$, we assign the matched node of $G_1$ that is matched to the most similar node of $G_2$.

The first phase is very important in the generation of the individual, as this is also the one that ensures the correctness of the solution represented by the permutation: all the values of $V_1$ are assigned from the beginning, and as we
assumed $|V_2| > |V_1|$, we conclude that all the nodes of $G_1$ will have at least a occurrence in the solution represented by any permutation.

Looking for correct individuals
As explained in Section 2.2, the simulation process is PLS [31]. But a simple PLS algorithm will not take into account any restriction the individuals must have for a particular problem. The interested reader can find a more exhaustive review of this topic in [34], where the authors propose different methods to obtain only correct individuals that satisfy the particular constraints of the problem.

3.3 Obtaining a Permutation with Continuous EDAs
Continuous EDAs provide the search with other types of EDA algorithms that can be more suitable for some problems. But again, the main goal is to find a representation of individuals and a procedure to obtain an univocal solution to the matching from each of the possible permutations.

In this case we propose a strategy based on the previous section, trying to translate the individual in the continuous domain to a correct permutation in the discrete one, evaluating it as explained in Section 3.2. This procedure has to be performed for each individual in order to be evaluated. Again, this process has to be fast enough in order to reduce computation time.

With all these aspects in mind, individuals of the same size ($n = |V_2|$) will be defined, where each of the variables of the individual can take any value following a Gaussian distribution. This new representation of individuals is a continuous value in $\mathbb{R}^n$ that does not provide directly the solution it symbolizes: the values for each of the variables only show the way to translate from the continuous world to a permutation, and it does not contain similarity values between nodes of both graphs. This new type of representation can also be regarded as a way to focus the search from the continuous world, where the techniques that can be applied to the estimation of densities are completely different.

In order to obtain a translation to a discrete permutation individual, we propose to order the continuous values of the individual, and to set its corresponding discrete values by assigning to each $x_i \in \{1, \ldots, |V_2|\}$ the respective order in the continuous individual. The procedure described in this section is further described in [35].

4 Experimental Results. The Human Brain Example

4.1 Overview of the Human Brain Example
The example chosen to test the performance of the different EDAs for permutation-based representations in inexact graph matching is a problem of recognition of regions in 3D Magnetic Resonance Images (MRI) of the brain. The data graph $G_2 = (V_2, E_2)$ is generated after over-segmenting an image and contains a node for each segmented region (subset of a brain structure). The model graph
$G_1 = (V_1, E_1)$ contains a node for each of the brain regions to be recognized. The experiments carried out in this chapter are focused on this type of graphs, but could similarly be adapted to any other inexact graph matching problem.

More specifically, the model graph was obtained from the main structures of the the inner part of the brain (the brainstem). This example is a reduced version of the brain images recognition problem in [1]. In our case the number of nodes of $G_2$ (number of structures of the image to be recognized) is 94, and contains 2868 arcs. The model graph contains 13 nodes and 84 arcs.

4.2 Description of the Experiment

This section compares EDA algorithms each other and to a broadly known GA, the GENITOR [36], which is a steady state type algorithm (ssGA).

Both EDAs and GENITOR were implemented in ANSI C++ language, and the experiment was executed on a two processor Ultra 80 Sun computer under Solaris version 7 with 1 GByte of RAM.

The initial population for all the algorithms was created using the same random generation procedure based on a uniform distribution. The fitness function used is described later in Section 4.4.

In the discrete case, all the algorithms were set to finish the search when a maximum of 100 generations or when uniformity in the population was reached. GENITOR, as it is a ssGA algorithm, only generates two individuals at each iteration, but it was also programmed in order to generate the same number of individuals as in discrete EDAs by allowing more iterations (201900 individuals). In the continuous case, the ending criterion was to reach 301850 evaluations (i.e. number of individuals generated).

In EDAs, the following parameters were used: a population of 2000 individuals ($N = 2000$), from which a subset of the best 1000 are selected ($S_e = 1000$) to estimate the probability, and the elitist approach was chosen (that is, always the best individual is included for the next population and 1999 individuals are simulated). In GENITOR a population of 2000 individuals was also set, with a mutation rate of $p_m = \frac{1}{|V_2|}$ and a crossover probability of $p_c = 1$. The operators used in GENITOR where CX [37] and EM [38].

4.3 Definition of the Similarity Function

Speaking about the similarity concept, we have used only a similarity measure based on the grey level distribution, so that the function $\varpi$ returns a higher value for two nodes when the grey level distribution over two segments of the data image is more similar. In addition, no clustering process is performed, and therefore the similarity measure $\varpi$ is kept constant during the generation of individuals. These decisions have been made knowing the nature and properties of an MRI image. More formally, the function $\varpi$ can be defined as the set of functions that measure the correspondence between the two nodes of the data graph $G_2$: $\varpi = \{\rho_{u_2}^u : V_2 \to [0, 1], u_2 \in V_2\}$. 
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4.4 Definition of the Fitness Function

We have chosen a function proposed in [1] as an example. Following this function, an individual \( x = (x_1, \ldots, x_{|V_2|}) \) will be evaluated as follows:

\[
f(x; \rho_\sigma, \rho_\mu, \alpha) = \alpha \left[ \frac{1}{|V_2||V_1|} \sum_{i=1}^{|V_2|} \sum_{j=1}^{|V_1|} \left( 1 - |c_{ij} - \rho_{\sigma}^{u_i}(u_{j}^i) | \right) \right] +
\]

\[
(1 - \alpha) \left[ \frac{1}{|E_2||E_1|} \sum_{e_1^i = (u_1^i, v_1^i) \in E_1} \sum_{e_2^k = (u_2^k, v_2^k) \in E_2} \left( 1 - |c_{ij} c_{i'j'} - \rho_\mu^{e_1^i}(e_2^k) | \right) \right]
\]

where

\[
c_{ij} = \begin{cases} 
1 & \text{if } X_i = j \\
0 & \text{otherwise,} 
\end{cases}
\]

\( \alpha \) is a parameter used to adapt the weight of node and arc correspondences in \( f \). For each \( u_i^1 \in V_1 \), \( \rho_{\sigma}^{u_i^1} \) is a function from \( V_2 \) into \([0,1]\) that measures the correspondence between \( u_i^1 \) and each node of \( V_2 \). Similarly, for each \( e_1 \in E_1 \), \( \rho_\mu \) is the set of functions from \( E_2 \) into \([0,1]\) that measure the correspondence between the arcs of both graphs \( G_1 \) and \( G_2 \). The value of \( f \) associated for each variable returns the goodness of the matching. Typically \( \rho_\sigma \) and \( \rho_\mu \) are related to the similarities between node and arc properties respectively.

Node properties are described as attributes on grey level and size, while edge properties correspond to spatial relationships between nodes.

4.5 Experimental Results

Results such as the best individual obtained, the computation time, and the number of evaluations to reach the final solution were recorded for each of the experiments. The computation time obtained is the CPU time of the process for each execution, and therefore it is not dependent on the load of the system. The latter is given as a measure to illustrate the different computation complexity of all the algorithms.

Each algorithm was executed 10 times. The non-parametric tests of Kruskal-Wallis and Mann-Whitney were used to test the null hypothesis of the same distribution densities for all—or some—of them. This task was done with the statistical package S.P.S.S. release 9.00. The results for the tests applied to all the algorithms are shown in Table 1. The study of particular algorithms gives the following results:

- Between algorithms of similar complexity only:
  - UMDA vs. UMDA\(_c\): Fitness value: \( p < 0.001 \); CPU time: \( p < 0.001 \); Evaluations: \( p < 0.001 \).
Table 1. Mean values of experimental results after 10 executions for each algorithm of the inexact graph matching problem of the Human Brain example.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Best fitness value</th>
<th>Execution time</th>
<th>Number of evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>UMDA</td>
<td>0.718623</td>
<td>00:53:29</td>
<td>85058</td>
</tr>
<tr>
<td>UMDA_c</td>
<td>0.745036</td>
<td>03:01:05</td>
<td>301850</td>
</tr>
<tr>
<td>MIMIC</td>
<td>0.702707</td>
<td>00:57:30</td>
<td>83179</td>
</tr>
<tr>
<td>MIMIC_c</td>
<td>0.747970</td>
<td>03:01:07</td>
<td>301850</td>
</tr>
<tr>
<td>EBNA</td>
<td>0.716723</td>
<td>01:50:39</td>
<td>85958</td>
</tr>
<tr>
<td>EGNA</td>
<td>0.746893</td>
<td>04:13:39</td>
<td>301850</td>
</tr>
<tr>
<td>ssGA</td>
<td>0.693575</td>
<td>07:31:26</td>
<td>201900</td>
</tr>
</tbody>
</table>

- MIMIC vs. MIMIC_c. Fitness value: $p < 0.001$; CPU time: $p < 0.001$; Evaluations: $p < 0.001$.
- EBNA vs. EGNA. Fitness value: $p < 0.001$; CPU time: $p < 0.001$; Evaluations: $p < 0.001$.

These results show that the differences between EDAs in the discrete and continuous domains are significant in all the cases analyzed, meaning that the behavior of selecting a discrete learning algorithm or its equivalent in the continuous domain is very different. It is important to note that the number of evaluations was expected to be different, as the ending criteria for the discrete and continuous domains were also different. In all the cases, continuous EDAs obtained a fitter individual, but the CPU time and number of individuals created was also bigger.

- Between discrete algorithms only:
  - Fitness value: $p < 0.001$. CPU time: $p < 0.001$. Evaluations: $p < 0.001$.
  In this case significant results are also obtained in fitness value, CPU time, and number of evaluations. The discrete algorithm that obtained the best result was UMDA, closely followed by EBNA. The differences in the CPU time are also according to the complexity of the learning algorithm they apply. Finally, the results show that MIMIC required significantly less individuals to converge (to reach the uniformity in the population), whereas the other two EDA algorithms require nearly the same number of evaluations to converge. The genetic algorithm GENITOR is far behind the performance of EDAs. The computation time is also a factor to consider: the fact that GENITOR requires about 7 hours for each execution shows the complexity of the graph matching problem.

- Between continuous algorithms only:
  - Fitness value: $p = 0.342$. CPU time: $p < 0.001$. Evaluations: $p = 1.000$.
  Differences between all the continuous EDAs appear to be not significant. As expected, the CPU time required for each of them is according to the complexity of the learning algorithm. On the other hand, the fact of having the same number of evaluations is due to the same ending criterion. Speaking about the differences in computation time between discrete and continuous EDA algorithms, it is important to note that the latter ones require all the
300000 individuals to be generated before they finish the search. The computation time for the continuous algorithms is also longer than the discrete equivalents as a result of several factors: firstly, due to the higher number of evaluations they perform each execution, secondly because of the longer individual-to-solution translation procedure that has to be done for each of the individuals generated, and lastly, as a result of the longer time required to learn the model in continuous spaces.

We can conclude from the results that generally speaking continuous algorithms perform better than discrete ones, either when comparing all of them in general or only with algorithms of equivalent complexity.

5 Conclusions and Further Work

This work describes the application of the EDA approach to graph matching. Different individual representations have been shown in order to allow the use of discrete and continuous representation and algorithms.

In an experiment with real data a comparison of the performance of this new approach between the discrete and continuous domains has been done, and continuous EDAs have shown a better performance looking at the fittest individual obtained, however a longer execution time and more evaluations were required. Additionally, other fitness functions should be tested with this new approach. Techniques such as [39,40] could also help to introduce better similarity measures and therefore improve the results obtained considerably.

For the near future there are several tasks to be done. The most important is to perform more experiments with more data images (more data graphs) in order to evaluate the effectiveness of the proposed matching heuristic with more examples. In addition, a deeper study on the influence of node and arc correspondences requires also to be done. These new experiments are expected to highlight the importance of the structural aspects (the edges) as appreciated in our recent work.
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Abstract. Graph matching is a problem that pervades computer vision and pattern recognition research. During the past few decades, two radically distinct approaches have been pursued to tackle it. The first views the matching problem as one of explicit search in state-space. A classical method within this class consists of transforming it in the equivalent problem of finding a maximal clique in a derived “association graph.” In the second approach, the matching problem is viewed as one of energy minimization. Recently, we have provided a unifying framework for graph matching which is centered around a remarkable result proved by Motzkin and Straus in the mid-sixties. This allows us to formulate the maximum clique problem in terms of a continuous quadratic optimization problem. In this paper we propose a new framework for graph matching based on the linear complementarity problem (LCP) arising from the Motzkin-Straus program. We develop a pivoting-based technique to find a solutions for our LCP which is a variant of Lemke’s well-known method. Preliminary experiments are presented which demonstrate the effectiveness of the proposed approach.

1 Introduction

Graph matching is a fundamental problem in computer vision and pattern recognition, and a great deal of effort has been devoted over the past decades to devise efficient and robust algorithms for it (see [8] for an update on recent developments). Basically, two radically distinct approaches have emerged, a distinction which reflects the well-known dichotomy originated in the artificial intelligence field between “symbolic” and “numerical” methods. The first approach views the matching problem as one of explicit search in state-space (see, e.g., [15,24,25]). The pioneering work of Ambler et al. [1] falls into this class. Their approach is based on the idea that graph matching is equivalent to the problem of finding maximal cliques in the so-called association graph, an auxiliary graph derived from the structures being matched. This framework is attractive because it casts the matching problem in terms of a pure graph-theoretic problem, for which a solid theory and powerful algorithms have been developed [7]. Since its introduction, the association graph technique has been successfully applied to a variety of computer vision problems (e.g., [4,12]).

In the second approach, the relational matching problem is viewed as one of energy minimization. In this case, an energy (or objective) function is sought whose minimizers correspond to the solutions of the original problem, and a dynamical system, usually embedded into a parallel relaxation network, is used to minimize it [11,13,23,26]. Typically, these methods do not solve the problem exactly, but only in approximation terms. Energy minimization algorithms are attractive because they are amenable to parallel hardware implementation and also offer the advantage of biological plausibility.

In a recent paper [17], we have developed a new framework for graph matching which does unify the two approaches just described, thereby inheriting the attractive features of both. The approach is centered around a remarkable result proved by Motzkin and Straus in the mid-1960s, and more recently expanded by many authors [5,10,20,6], which allows us to map the maximum clique problem onto the problem of extremizing a quadratic form over a linearly constrained domain (i.e., the standard simplex in Euclidean space). Local gradient-based search methods such as replicator dynamics [19] have proven to be remarkably effective when we restrict ourselves to simple version of the problem, such as tree matching [21] or graph isomorphism [18]. However, for more difficult problems the challenge remains to develop powerful heuristics.

It is a well-known fact that stationary points of quadratic programs can be characterized in terms of solutions of a linear complementarity problem (LCP), a class of inequality systems for which a rich theory and a large number of algorithms have been developed [9]. Hence, once that the graph matching is formulated in terms of a quadratic programming problem, the use of LCP algorithms naturally suggests itself, and this is precisely the idea proposed in the present paper. Among the many LCP methods presented in the literature, pivoting procedures are widely used and within this class Lemke’s method is certainly the best known. Unfortunately, like other pivoting schemes, its finite convergence is guaranteed only for non-degenerate problems, and ours is indeed degenerate. The inherent degeneracy of the problem, however, is beneficial as it leaves freedom in choosing the driving variable, and we exploited this property to develop a variant of Lemke’s algorithm which uses a new and effective “look-ahead” pivot rule. The procedure depends critically on the choice of a vertex in the graph which identifies the driving variable in the pivoting process. Since there is no obvious way to determine such a vertex in an optimal manner, we resorted to iterate this procedure over most, if not all, vertices in the graph. The resulting pivoting-based heuristic has been tested on various instances of random graphs and the preliminary results obtained confirm the effectiveness of the proposed approach.

2 Graph Matching and Linear Complementarity

Given two graphs $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$, an isomorphism between them is any bijection $\phi : V_1 \rightarrow V_2$ such that $(i,j) \in E_1 \iff (\phi(i), \phi(j)) \in E_2$, for all $i, j \in V_1$. Two graphs are said to be isomorphic if there exists an isomorphism
between them. The maximum common subgraph problem consists of finding the largest isomorphic subgraphs of $G_1$ and $G_2$. A simpler version of this problem is to find a maximal common subgraph, i.e., an isomorphism between subgraphs which is not included in any larger subgraph isomorphism.

The association graph derived from $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$ is the undirected graph $G = (V, E)$ defined as follows:

$$V = V_1 \times V_2$$

and

$$E = \{( (i, h), (j, k) ) \in V \times V : i \neq j, h \neq k, \text{ and } (i, j) \in E_1 \iff (h, k) \in E_2 \}.$$ 

Given an arbitrary undirected graph $G = (V, E)$, a subset of vertices $C$ is called a clique if all its vertices are mutually adjacent, i.e., for all $i, j \in C$, with $i \neq j$, we have $(i, j) \in E$. A clique is said to be maximal if it is not contained in any larger clique, and maximum if it is the largest clique in the graph. The clique number, denoted by $\omega(G)$, is defined as the cardinality of the maximum clique.

The following result establishes an equivalence between the graph matching problem and the maximum clique problem (see, e.g., [2]).

**Theorem 1.** Let $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$ be two graphs, and let $G$ be the corresponding association graph. Then, all maximal (maximum) cliques in $G$ are in one-to-one correspondence with maximal (maximum) common subgraph isomorphisms between $G_1$ and $G_2$.

Now, let $G = (V, E)$ be an arbitrary graph of order $n$, and let $S_n$ denote the standard simplex of $\mathbb{R}^n$:

$$S_n = \{ x \in \mathbb{R}^n : e^T x = 1 \text{ and } x_i \geq 0, \ i = 1 \ldots n \}$$

where $e$ is the vector whose components equal 1, and a “T” denotes transposition. Given a subset of vertices $C$ of $G$, we will denote by $x^c$ its characteristic vector which is the point in $S_n$ defined as

$$x^c_i = \begin{cases} 1/|C|, & \text{if } i \in C \\ 0, & \text{otherwise} \end{cases}$$

where $|C|$ denotes the cardinality of $C$.

Consider the following quadratic program

$$\begin{align*}
\min & \ f_G(x) = x^T A_G x \\
\text{s.t.} & \ x \in S_n
\end{align*} \quad (1)$$

where $A_G = (a_{ij})$ is the $n \times n$ symmetric matrix defined as

$$a_{ij} = \begin{cases} 1/2, & \text{if } i = j \\ 0, & \text{if } i \neq j \text{ and } (i, j) \in E \\ 1, & \text{if } i \neq j \text{ and } (i, j) \notin E \end{cases} \quad (2)$$
The following theorem, recently proved by Bomze [5], expands on the Motzkin-Straus theorem [16], a remarkable result which establishes a connection between the maximum clique problem and certain standard quadratic programs. This has an intriguing computational significance in that it allows us to shift from the discrete to the continuous domain in an elegant manner.

**Theorem 2.** Let \( C \) be a subset of vertices of a graph \( G \), and let \( x^c \) be its characteristic vector. Then, \( C \) is a maximal (maximum) clique of \( G \) if and only if \( x^c \) is a local (global) solution of program (1). Moreover, all local (and hence global) solutions of (1) are strict.

Unlike the original Motzkin-Straus formulation, which is plagued by the presence of “spurious” solutions [20], the previous result guarantees us that all solutions of (1) are strict, and are characteristic vectors of maximal/maximum cliques in the graph. In a formal sense, therefore, a one-to-one correspondence exists between maximal cliques and local minimizers of \( f_G \) in \( S_n \) on the one hand, and maximum cliques and global minimizers on the other hand.

The following result, which is a straightforward consequence of Theorems 1 and 2, establishes an elegant connection between graph matching and quadratic programming.

**Theorem 3.** Let \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) be two graphs, and let \( G \) be the corresponding association graph. Then, all local (global) solutions to (1) are in one-to-one correspondence with maximal (maximum) common subgraph isomorphisms between \( G_1 \) and \( G_2 \).

Computing the stationary points of (1) can be done by solving the LCP \((q_G, M_G)\), which is the problem of finding a vector \( x \) satisfying the system

\[
y = q_G + M_G x \geq 0, \quad x \geq 0, \quad x^T y = 0
\]

where

\[
q_G = \begin{bmatrix} 0 \\ \vdots \\ 0 \\ -1 \\ 1 \end{bmatrix}, \quad M_G = \begin{bmatrix} A_G & -e & e \\ e^T & 0 & 0 \\ -e^T & 0 & 0 \end{bmatrix}.
\]

With the above definitions, it is well known that if \( z \) is a complementary solution of \((q_G, M_G)\) with \( z^T = (x^T, y^T) \) and \( x \in \mathbb{R}^n \), then \( x \) is a stationary point of (1). Indeed, the matrix \( A_G \) is always strictly copositive, hence so is \( M_G \) and that is enough to assure that \((q_G, M_G)\) always has a solution [9]. Of course, a stationary point of (1) is not necessarily a local minimum, but in practice this is not a problem since there are several techniques that, starting from a stationary point can reach a nearby local optimum. An example is given by the replicator dynamics [19], but see [14] for a complete discussion on this topic.

---

1 Recall that, given a cone \( \Gamma \subseteq \mathbb{R}^n \), a symmetric matrix \( Q \) is said to be \( \Gamma \)-copositive if \( x^T Q x \geq 0 \) for all \( x \in \Gamma \). If the inequality holds strictly for all \( x \in \Gamma \setminus \{0\} \), then \( Q \) is said to be strictly \( \Gamma \)-copositive.
3 A Pivoting-Based Heuristic for Graph Matching

Technical literature supplies a large number of algorithms to go about solving an LCP [9]. The most popular is probably Lemke’s method, largely for its ability to provide a solution for a large number of matrix classes. Lemke’s “Scheme I” belongs to the family of pivoting algorithms. Given the generic LCP \((q, M)\), it deals with the augmented problem \((q, d, M)\) defined by

\[
y = q + [M, d] \begin{bmatrix} x \\ \theta \end{bmatrix} \geq 0, \quad \theta \geq 0, \quad x \geq 0, \quad x^T y = 0.
\]

A solution of \((q, d, M)\) with \(\theta = 0\) promptly yields a solution to \((q, M)\), and Lemke’s method intends to compute precisely such a solution. We refer to [9] for a detailed description of Lemke’s algorithm. In our implementation, we chose \(d = e\), as our problem does not expose peculiarities that would justify a deviation from this common practice.

As usually done for outlining pivoting algorithms, we will use an exponent for the problem data. In practice \(q^\nu\) and \(M^\nu\) will identify the situation after \(\nu\) pivots and \(A^\nu_G\) will indicate the \(n \times n\) leading principal submatrix of \(M^\nu\). Consistently, \(y^\nu\) and \(x^\nu\) will indicate the vectors of basic and non-basic variables, respectively, each made up of a combination of the original \(x_i\) and \(y_i\) variables. The notation \(\langle x_i^\nu, y_j^\nu \rangle\) will be used to indicate pivoting transformations. The index set of the basic variables that satisfy the min-ratio test at iteration \(\nu\) will be denoted with \(\Omega^\nu\), i.e.

\[
\Omega^\nu = \arg \min_i \left\{ \frac{q_i^\nu}{m_{is}^\nu} : m_{is}^\nu < 0 \right\}
\]

where \(s\) is the index of the driving column. Also, in the sequel the auxiliary column that contains the covering vector \(d\) in (4) will be referred to as the column \(n + 3\) of matrix \(M = M_G\).

In general, assuming an LCP non-degenerate is a strategy commonly taken to prove finiteness of pivoting schemes. This assumption amounts to having \(|\Omega^\nu| = 1\) for all \(\nu\), thereby excluding any cycling behavior. In particular, Lemke’s method is guaranteed to process any non-degenerate problem \((q, M)\) where \(M\) is strictly \(\mathbb{R}^n_+\)-copositive, and to do so without terminating on a secondary ray [9]. Unfortunately our LCP \((q_G, M_G)\) is degenerate and standard degeneracy resolution strategies have proven to yield unsatisfactory results [14].

The proposed degeneracy resolution technique makes use of the so-called \(\text{least-index rule}\) which amounts to blocking the driving variable with a basic one that has minimum index within a certain subset of \(\Omega^\nu\), i.e. \(r = \min \Phi^\nu\) for some \(\Phi^\nu \subseteq \Omega^\nu\). The least-index rule per se does not guarantee convergence. In fact we can ensure termination by choosing the blocking variable only among those that make the number of degenerate variables decrease as slowly as possible, i.e. among the index-set

\[
\Phi^\nu = \arg \min_i \left\{ |\Omega^\nu| - |\Omega^\nu_i + 1| : \Omega^\nu_i \supseteq \Omega^\nu \right\}
\]
where $\Omega^{\nu+1}_i$ is the index-set of those variables that would satisfy the min-ratio test at iteration $\nu + 1$ if the driving variable at iteration $\nu$ was blocked with $y_i^\nu$ as $i \in \Omega^\nu$. The previous conditional implies that a pivot step is taken and then reset in a sort of “look-ahead” fashion, hence we will refer to this rule as the look-ahead (pivot) rule.

Before actually proceeding to illustrate a version of Lemke’s algorithm applied to our matching problem, let us take a look at the tableaus that it generates. This will help us to identify regularities that are reflected in the behavior of the algorithm itself. The initial tableau follows:

\[
\begin{array}{c|ccccc}
1 & x_1 & \cdots & x_n & x_{n+1} & x_{n+2} & \theta \\
\hline
y_1 & 0 & & & -1 & 1 & 1 \\
\vdots & \vdots & & & \vdots & \vdots & \vdots \\
y_n & 0 & & & -1 & 1 & 1 \\
y_{n+1} & -1 & 1 & \cdots & 1 & 0 & 0 \\
y_{n+2} & 1 & -1 & \cdots & -1 & 0 & 0 \\
\end{array}
\]

As $q_{n+1}$ is the only negative entry for the column of $q$, the first pivot to occur during initialization is $\langle y_{n+1}, \theta \rangle$ thereby producing the following transformation:

\[
\begin{array}{c|cccc}
1 & x_1 & \cdots & x_n & x_{n+1} & x_{n+2} & y_{n+1} \\
\hline
y_1 & 1 & & & -1 & 1 & 1 \\
\vdots & \vdots & & & \vdots & \vdots & \vdots \\
y_n & 1 & & & -1 & 1 & 1 \\
\theta & 1 & -1 & \cdots & -1 & 0 & 0 \\
y_{n+2} & 2 & -2 & \cdots & -2 & 0 & 0 \\
\end{array}
\]

The driving variable for the second pivot is $x_{n+1}$. Since $m_{i,n+1}^1 = -1$ for all $i = 1, \ldots, n$ it is immediate to see that the relative blocking variable can be any one of $y_1, \ldots, y_n$. In this case we apply no degeneracy resolution criterion, but rather allow for user intervention by catering for the possibility of deciding the second driving variable a priori. Let thus $y_p$ be the (arbitrary) variable that shall block $x_{n+1}$. After performing $\langle y_p, x_{n+1} \rangle$, we have the following tableau:

\[
\begin{array}{c|cccc}
1 & x_1 & \cdots & x_n & y_p & x_{n+2} & y_{n+1} \\
\hline
y_1 & 0 & & & 1 & 0 & 0 \\
\vdots & \vdots & & & \vdots & \vdots & \vdots \\
y_{p-1} & 0 & & & 1 & 0 & 0 \\
x_{n+1} & 1 & & & -1 & 1 & 1 \\
y_{p+1} & 0 & & & 1 & 0 & 0 \\
\vdots & \vdots & & & \vdots & \vdots & \vdots \\
y_n & 0 & & & 1 & 0 & 0 \\
\theta & 1 & -1 & \cdots & -1 & 0 & 0 \\
y_{n+2} & 2 & -2 & \cdots & -2 & 0 & 0 \\
\end{array}
\]
Algorithm 3.1 Lemke’s “Scheme I” with the look-ahead rule.

**Input:** A graph $G = (V, E)$ and $p \in V$.

Let $(q_G, e, M_G)$ be the augmented LCP, where $q_G$ and $M_G$ are defined in (3).

$\nu \leftarrow 0$, $(y_{n+1}, \theta)$, $\nu \leftarrow \nu + 1$, $(x_p, x_{n+1})$

The driving variable is $x_p$.

Infinite loop

\[ \nu \leftarrow \nu + 1 \]

Let $x^\nu_s$ denote the driving variable.

\[ \Omega^\nu = \arg \min \left\{ \frac{-y^\nu_r}{m^\nu_{rs}} : m^\nu_{rs} < 0 \right\} \]

If $|\Omega^\nu| = 1$ then $r = \min \Omega^\nu$

else $\Phi^\nu = \arg \min \left\{ |\Omega^\nu| - |\Omega^{\nu+1}| > 0 : i \in \Omega^\nu \right\}$, $r = \min \Phi^\nu$.

$(y^\nu_r, x^\nu_s)$

If $y^\nu_r \equiv \theta$ then

Let $\tilde{x}$ denote the complementary solution of $(q_G, M_G)$.

The result is $\text{supp}(\tilde{x}) \cap V$

The new driving variable is the complement of $y^\nu_r$.

Algorithm 3.2 The *pivoting-based heuristic* (PBH) for graph matching.

**Input:** Two graphs $G_1$ and $G_2$.

Construct the association graph $G = (V, E)$ of $G_1$ and $G_2$.

Let $G' = (V', E')$ be a permutation of $G$

with $\deg(u') \geq \deg(v')$ for all $u', v' \in V'$ with $u' < v'$.

$K^* \leftarrow \emptyset$

For $v' = 1, \ldots, n : \deg(v') > |K^*|$ do

- Run Algorithm 3.1 with $G'$ and $v'$ as input.

  Let $K$ be the obtained result.

  If $|K| > |K^*|$, then $K^* \leftarrow K$.

The result is the mapping of $K^*$ in $G$.

where $A_{G,p}$ denotes the matrix whose rows are defined as

\[
(A_{G,p})_{i} = \begin{cases} (A_G)_{i} - e^T & \text{if } i = p \\ (A_G)_{i} - (A_G)_{p} & \text{otherwise.} \end{cases}
\]

Algorithm 3.1 formalizes the previous statements.

Empirical evidence indicated $p$ as a key parameter for the quality of the final result of Algorithm 3.1. Unfortunately we could not identify any effective means to restrict the choice of values in $V$ that can guarantee a good sub-optimal solution. We thus had to consider iterating for most, if not all, vertices of $V$ as outlined in Algorithm 3.2. Here we employ a very simple criterion to avoid considering those nodes that cannot drive to larger cliques than the one we already have because they have a too small degree. Clearly such a criterion is effective only for very sparse graphs.
We also observed that the schema is sensitive to the ordering of nodes and found that the best figures were obtained by reordering \( G \) by decreasing node degrees. This feature too is formalized in Algorithm 3.2. We will refer to that scheme by the name Pivoting Based Heuristic (PBH).

4 Experimental Results

In this section we present some experimental results of applying PBH to the problem of matching pairs of random graphs. Random structures represent a useful benchmark not only because they are not constrained to any particular application, but also because it is simple to replicate experiments and hence to make comparisons with other algorithms.

We generated random 50-nodes graphs using edge-probabilities (i.e. densities) ranging from 0.1 to 0.95. For each density value, 20 graphs were constructed so that, overall, 200 graphs were used in the experiments. Each graph had its vertices permuted and was then subject to a corruption process which consisted of randomly deleting a fraction of its nodes. In so doing we in fact obtain a graph isomorphic to a proper subgraph of the original one. Various levels of corruption (i.e., percentage of node deletion) were used, namely 0\% (the pure isomorphism case), 10\%, 20\% and 30\%. In other words, the order of the corrupted graphs ranged from 50 to 35.

PBH was applied on each pair of graphs thus constructed and, after convergence, the percentage of matched nodes was recorded. Replicator dynamics, a class of dynamical systems developed in evolutionary game theory and other branches of mathematical biology, have recently proven remarkably powerful on simple versions of the graph matching problem, despite their inherent inability to escape from local optima [17,18,19]. For the sake of comparison, we therefore tested their effectiveness on our (more difficult) subgraph isomorphism task.

Figure 1 plots the results obtained with both PBH and replicator dynamics. As can be seen, whenever no corruption was applied on the original graphs (i.e. in the case of isomorphic graphs), both methods found systematically a maximum isomorphism, i.e. a maximum clique in the association graph (as far as replicator equations are concerned, this is indeed not surprising, as shown in [18]). The emerging picture did not change significantly for PBH when we did delete some nodes, whereas the replicator equations underwent a notable deterioration of performance. For the latter case, in fact, the curves (b)-(d) of Figure 1 have a peculiar “w” shape with a performance peak on 0.5-density graphs, where the corresponding association graphs have minimum density.

It is also possible to compare our approach with the well-known Graduated Assignment method (GA) of Gold and Rangarajan [11]. Their algorithm is based on the minimization of an objective function which is significantly different from ours. In [11] (Figure 8) they present results of applying GA on 100-node random graphs with density values ranging from 4\% to 28\%, and various corruption levels up to 30\%. From their results a significant sensitivity of GA to node deletion emerges, similarly to what happens for the replicator dynamics, but
in a less pronounced manner. In contrast, the performance of PBH (on smaller graphs) seems to be more insensitive to the corruption level, a feature which is clearly desirable. Notice, however, that the results tend to degrade slowly for the denser association graphs that arise for densities close to 0 and 1. This phenomenon tends to strengthen up slowly as more nodes are deleted, but the average efficiency never goes below 85%. This figure is superior to those obtained with replicator dynamics and GA.

A remarkable empirical finding was that Algorithm 3.1 never failed to return a maximal clique. We then never needed to perturb the final point in order to
reach a nearby local minimizer. We tried to find exceptions by running PBH on random graphs with non-clique regular subgraphs. The latter subgraphs correspond in fact to stationary points of program (1) as shown in [5]. Hundreds of experiments were conducted on random instances with different degrees of noise, but PBH never failed to return a maximal clique. At the moment we cannot give a formal proof of this fact.

5 Conclusions

Motivated by a recent quadratic formulation, we have presented a pivoting-based heuristic for the graph matching problem based on the corresponding linear complementarity problem. The preliminary results obtained are very encouraging and indicate the proposed framework as a new promising way to tackle graph matching and related combinatorial problems. Note also that our algorithm is completely devoid of working parameters, a valuable feature which distinguishes it from other heuristics proposed in the literature.

Clearly, more experimental work needs to be done in order to fully assess the potential of the method. Also, generalizations of the proposed approach to attributed graph and error-tolerant (many-to-many) matching problems are possible, along the lines suggested in [17,3,22]. All this will be the subject of future work.
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Abstract. In this paper, a new method for reconstructing 3-D shapes is proposed. It is based on an active stereo vision system composed of a camera and a light system which projects a set of structured laser rays on the scene to be analyzed. The depth information is provided by matching the laser rays and the corresponding spots appearing in the image. The matching task is performed by using Genetic Algorithms (GAs). The process converges towards the optimum solution which proves that GAs can effectively be used for this problem. An efficient 3-D reconstruction method is introduced. The experimental results demonstrate that the proposed approach is stable and provides high accuracy 3-D object reconstruction.

1 Introduction

Reconstructing 3-D shapes is a very important issue for many applications in computer vision and computer graphics, namely object recognition for robotic vision, virtual environment construction, and so on. In order to obtain the three-dimensional surface information of an object, a passive or active stereovision method is usually used. The most commonly employed passive method consists in taking two images of a scene at two different shooting angles by using either two cameras or only one camera from two different positions. Then, two-dimensional coordinates in the two images are determined. Supposing that both, the geometrical relationship between the two cameras (or the displacement of the unique camera) and their intrinsic parameters are known, 3-D coordinates of a point can be deduced from the two-dimensional coordinates by triangulation. Although this method is accurate and often used, it requires high-performance image processing tasks such as extracting the points to be reconstructed from one of the two images and searching along the epipolar line for their corresponding points in the second image [1]. This process is defined as stereo image matching and remains one of the bottlenecks in computer vision [2][3][4][5].

Active stereovision systems offer an alternative approach to the use of two cameras. They consist in replacing one of the two cameras by a light system (a laser emitter) which projects either one light ray or a set of structured light rays onto the scene. In the first case, a sequence of images is taken by the camera as the light ray
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scans the scene whereas in the second case, only one image is taken. In this study, we are concerned with the second case. An image thus obtained has many spots created by the laser rays. Supposing that both the geometrical relationship between the camera and the light projection system, and the intrinsic parameters of the system are known, 3-D coordinates of a spot in the image can be determined and provide the corresponding depth information. This requires identifying the laser ray from which the 2-D spot originates. In this case, the stereo matching problem boils down to matching the laser rays and their corresponding spots in the image reference. It is a hard combinatorial search problem which is difficult to solve with a conventional optimization method. We propose to tackle this problem by using Genetic Algorithms (GAs).

The remainder of this paper is organized as follows: In the next section, we briefly present our active stereovision system, then we describe the calibration of the system and the 3-D reconstruction process. In section 3, we present the principal elements of the proposed GAs for matching laser rays and points. In section 4, we describe the partitioning process. Data are distributed into regions and GAs are independently applied in each cluster. In section 5, we show experimental results and in section 6 the conclusion.

2 The Active Stereovision System

2.1 System Description and Calibration

Our active stereovision system is composed of the following elements: A CCD camera connected to a PC which allows image acquisitions, and a laser diode connected to a diffraction grid for the generation of a laser array composed of 361 (19x19) rays directed so that the angle between two consecutive rays is equal to 0.77°. Each ray is indexed by two indices \( m \) and \( n \) which vary from –9 to 9. In order to reconstruct the 3-D surface of an object, one only needs to take an image of the object illuminated by the laser array. The intersection of each ray with the object produces a spot on the object. Thus, the camera provides an image in which many points are lit (see Fig. 1).

![Fig. 1. An outlook of the active stereo vision system.](image)
3-D coordinate points on the illuminated scene can be determined only if the system is calibrated. Instead of using a classical calibration method that requires the determination of the matrices which characterize the intrinsic and extrinsic parameters of the system [1], we use a simpler methodology. It consists in taking a sequence of images of an illuminated plane which moves between two fixed positions. During the translation the plane must stay perpendicular to the main ray \((m = n = 0)\) (see Fig. 2). Knowing both the characteristics of the acquisition system, the position of the plane for each image of the sequence, and the spot coordinates in each image, a set of calibration parameters can be deduced [6]. Thus, for each ray \((m, n) (-9 \leq m \leq 9, -9 \leq n \leq 9)\) of the beam we will have:

1) the parameters \(A_{mn}\) and \(B_{mn}\) of the straight line \(\Delta_{mn}\) which is the projection of the ray \((m, n)\) on the image reference;

2) the parameters \(C_{mn}, D_{mn}\) and \(E_{mn}\) which model the hyperbolic curve \(F_{mn}\). It describes the depth of the successive spots created by the ray \((m, n)\) along the image sequence. \(F_{mn}\) is a function of the spot projections on \(\Delta_{mn}\).

The calibration is performed only one time before acquiring images of objects to be analyzed. The parameters then provided will be used for 3-D reconstruction.

![Diagram of calibration process](image)

**Fig. 2.** The calibration process.

### 2.2 3-D Reconstruction

For each spot visible on an image, the 2-D coordinates of its center are measured. The corresponding three-dimensional coordinates of the spot can be calculated as follows [7]: Let \(p_k\) be the center of a given spot. If \(p_k\) is connected to the straight line \(\Delta_{mn}\), we
calculated $p_k'$, the orthogonal projection of $p_k$ on the straight line $\Delta_{mn}$. Substituting the coordinates of $p_k'$ in the function $F_{mn}$ gives the depth $Z_k$ of the 3-D point $P_k$ whose projection in the image is $p_k$. The 3-D coordinates $(X_k, Y_k, Z_k)$ of $P_k$ are expressed in the absolute referential $(OXYZ)$ linked to the illuminated scene (the Z-axis corresponds to the main laser ray ($m = n = 0$)). If $\varphi$ is the inter-ray angle, the indices of the straight lines $\Delta_{mn}$ can be chosen so that the corresponding ray be at an angle $m \cdot \varphi$ around $Y$ and at an angle $n \cdot \varphi$ around $X$ (see Fig. 3).

From these hypotheses, we have:

$$X_k = (L_0 - Z_k) \tan(m \varphi) \quad \text{(1a)}$$

$$Y_k = (L_0 - Z_k) \tan(n \varphi) \quad \text{(1b)}$$

where $L_0$ is the distance between the plane $(XOY)$ and the laser emitter.

![Fig. 3. Three dimensional reconstruction](image)

By scanning the image, this operation is repeated for all the spots appearing in the image. The 3-D points calculated serve as a basis for 3-D object shape reconstruction.

The problem at hand is then to match each spot in the image with its corresponding laser ray. We propose to solve this matching task by using GAs.

### 3 Matching Laser Rays and Points Using GAs

GAs proposed by Holland [8] are adaptive procedures that find solutions to problems by using an evolutionary process based on natural selection. Their application in image processing and pattern recognition has become widespread in the last decade [4][5][9][10][11].
A GA is an iterative procedure which uses a population of potential solutions to a problem. Each individual solution is encoded as a chromosome made up of a string of genes which may take one of several values called alleles.

Each iteration consists of three main stages, namely evaluation, selection and mating. In the evaluation stage, each chromosome is assigned a fitness value which represents its ability to solve the problem.

In the selection stage, chromosomes are picked based on their fitness in such a way that the better chromosomes are more likely to be selected. In the mating stage two processes are performed: pairs of selected chromosomes, also called parent chromosomes, are recombined by the crossover operation to form two new offspring.

New offspring are also created by modifying one or more genes on the chromosomes randomly chosen in the mating pool. This operation is called mutation.

From generation to generation, this process leads to increasingly better chromosomes and to near-optimal solutions.

3.1 Coding

In our study, the original data is made up of a set of points \( P_i (1 \leq i \leq M) \) which are the centers of spots in the image reference and a set of lines \( \Delta_j (1 \leq j \leq N) \) which represent the 2-D projections, in the image, of the laser rays cast by the light system. In order to constrain the solutions even further, we use a set of segments \( S_j (1 \leq j \leq N) \) rather than lines. A segment is a part of a line limited by the two points on the two planes located on the first and the last position introduced during the calibration process (see Fig. 2).

The object to be analyzed must be placed within the region delimited by these two planes. It can be noted that the set of segments does not vary regardless of the object to be analyzed (the number of segments is always equal to the number of laser rays and each segment is always located in the same position). By contrast, the set of points depends on the object to be analyzed. In fact, the position of a given point on the image depends on the depth of its corresponding real object point and furthermore some rays can be missed due to the shape of the object and the position of the camera. By scanning the image, each point and each segment are sequentially labeled.

Given \( N \) segments and \( M \) points (\( N \geq M \)), the chromosome of an individual is encoded as a permutation of \( N \) integers whose values are between one and \( N \). The \( i \)th gene is the number of the point to be matched with the \( i \)th segment. Overlooked points are replaced by virtual points which are not taken into account for the fitness value.

3.2 Fitness

Our goal, therefore, is to match a point with its closest segment. In theory, the point must be located exactly along the segment, but in practice, there is an error due to the noise effects and the process used to determine the spot center coordinates. Before the fitness function is stated formally, the error between a segment and its matched point needs to be defined.

Given a segment \( S \) and its matched point \( P \), we consider two cases for calculating the error:

1) if the point is within the segment (see Figure 4a), the error is obtained by:
where $m$ is the slope, $b$ is the $y$-intercept of the segment, and $x^*$ and $y^*$ are the coordinates of the corresponding point.

2) if the point is outside the segment (see Figure 4b), a penalty is applied to the error which is given by:

$$e = |mx^* + b - y^*| \times (\text{Min}(l_1, l_2) + 1)$$

where $l_1$ and $l_2$ are the distances between the point and the two edges of the segment.

Finally, the fitness function of a $k$th chromosome is the sum of the errors of all its genes and is expressed by the following equation:

$$f_k = \sum_{i=1}^{M} e_i$$

where $k$ is the index of a chromosome, $M$ is the number of points to be matched.

According to this fitness function, the better the chromosome the lower its fitness value.

![Fig. 4. Determination of the error between a segment and its matched point. (a) The point $P$ is within its matched segment $S$. (b) The point $P$ is outside its matched segment $S$.](image)

### 3.3 Selection and Surviving Strategy

We have applied a modified version of the selection strategy proposed by Z. Michalewicz [12]. This process can be described as follows:

First, we select $N_g$ survivors among the $N_e$ individuals of the current generation for the next generation. This selection is based on a criterion called the “Surviving Test” and is defined by:

$$ (f_i \times c) < \bar{f} $$

where $f_i$ is the fitness of the $i$th chromosome, $\bar{f}$ is average fitness and $c \in [0.5, 1.5]$ is the survival testing coefficient randomly obtained.

Thus, the number of survivors of each generation varies. Moreover, the above surviving test provides more variations of chromosomes in a population since a
chromosome with a high fitness value and a chromosome with an average fitness value have almost the same chance to survive.

Secondly, by a tournament selection [13], \((N_p - N_q)\) parents are picked from the whole population of the current generation to conduct the crossover operation described below. The number of offspring produced depends on the crossover rate \(p_c\) and is equal to \((N_p - N_q) \times p_c\).

### 3.4 Crossover

In this study, we have applied the PMX operation [13]. Two parents are selected in the mating pool. First two locations are randomly chosen. Then the chosen portion of each parent is swapped with each other. And finally, the rest of the chromosome is copied preventing gene repetitions (see Fig. 5).

![Fig. 5. PMX operator](image)

### 3.5 Mutation

Mutation is used to prevent a convergence to a local optimum. In fact, crossover loses its role when the greater part of the population is centered around a local optimum of the fitness function. In this case, individuals at the same peak are often identical. So, the crossover operation does not significantly modify a chromosome. The mutation operation is a local mutation that shuffles the loci of genes in a randomly chosen block within the chromosome.

### 4 Partitioning Method

When using GAs, the size of chromosome is a drawback for computational time. The curve in Fig. 12 shows that the execution time of the crossover operation grows exponentially with the chromosome size. In [14] we have introduced a deterministic step to cope with this problem. However, since we can’t backtrack after matching some segments and points, an error occurring in this step may not be corrected in the GAs step.
In a real acquisition process, according to a chosen configuration of the camera and the laser ray system, the segments and the points form a vertical (or horizontal) stripe pattern, and ambiguities in the matching process only occur in the vertical (or horizontal) direction (see Fig. 6a). So, the data can be partitioned into independent regions. There are always 19 clusters since the laser array projects 19×19 beams on the scene which gives 19 independent matching problems to solve.

This partitioning process provides two main advantages: First, the size of a chromosome is always the same (a chromosome is composed of 19 genes) whatever the complexity of the object to be analyzed. Second, the search space is limited since the matching process is performed locally in each cluster which increases the convergence.

### 4.1 Clustering the Data

The simplest way of getting regions is by using lines, referred to as the *dividers*, that pass through the center of each cluster of segments. Since these dividers are not parallel, we have defined a customized member function for each region for the purpose of clustering the points.

The customized member function $R_i(x)$ of the *ith* region is expressed as (see Fig. 6b):

$$
R_i(x) = \begin{cases} 
1, & x_{i-1} \leq x < x_i \quad \text{with} \quad 1 \leq i \leq 19 \\
0, & \text{otherwise}
\end{cases}
$$  \hspace{1cm} (6)

where $x_{i-1}$ and $x_i$ are the x-values of respective corresponding points on the dividers. Note that $x_0 = 0$ and $x_{19} = \infty$.

For example, let’s consider a point $P$ and its coordinates $(p, q)$. The equation of the *ith* divider is expressed as $y_i = mx + b_i$. By replacing $y_i$ with $q$ in the above formula, we obtain the corresponding $x_i$. Then, $x_{i,j}$ is calculated in the same way by considering the equation of the $(i - 1)$th divider. According to the value of $p$ which corresponds to $x$ in the member function (eq. 6), $P$ may be included or not in the *ith* region.

### 4.2 Chromosome Coding and Multi-Population

The points have been distributed into 19 independent regions which have, for each one, 19 points and 19 segments. Thus a chromosome consists of a permutation of 19 integers that represent the indices of points. Note that if there are some overlooked
points, we introduce virtual points to complete the chromosome. So we have 19 problems that can be solved in parallel. We work with a population $PP$ partitioned into $PP_i$ ($i \in [1, 19]$) sub-populations whose size is the same ($pop\_size$). Thus we have the following organization: $PP = \{PP_1, PP_2, PP_3, \ldots, PP_{18}, PP_{19}\}$, $PP_i = \{C_{i1}, C_{i2}, \ldots, C_{ipop\_size}\}$, and $C_{ij} = \{S_1, S_2, \ldots, S_{18}, S_{19}\}$, where $C_{ij}$ is the $j$th chromosome of the $i$th sub-population, $S_j$ are the segments of the $i$th region, $i \in [1, 19]$ and $j \in [1, 19]$.

The Genetic operations described above are then applied to each sub-population independently (see Fig. 7).

5 Experimental Results

In this section, we present experimental results of our method. A large number of experiments were conducted to show the validity of our approach for 3-D shape reconstruction.

Fig. 9, Fig. 10, and Fig. 11 illustrate 3-D reconstruction of three objects: a biplane, a computer mouse and a human face, which constitute a meaningful sample of the objects we used. We have placed a plane behind the biplane and the computer mouse during their image acquisition. The objective was to recover all the laser spots. Whereas face image acquisitions were done in a more realistic context, i.e. without any additional plane. Thus, only the laser rays which intersect the face may appear on the images. Moreover, we have acquired an image sequence of the face during a rotation movement.

There were 3 overlooked points on the biplane image and 11 overlooked points on the computer mouse image. But on the face images, about 200 spots, out of the 361 possible, were visible.

The experiments were always conducted until an optimal solution was reached. Since GAs are stochastic, the number of generations may vary at different runs. The mean generation number was 200 whatever the object to reconstruct since all the matching problems were similar.
Fig. 8. Images obtained with the active stereo vision system – aperture of the camera is chosen in order to viewing only the spots. The biplane (left) and the computer mouse (right).

Fig. 9. 3-D Reconstruction of a biplane – A mesh view (left) and a shaded surface view (right) in a different angle

The major concern in our approach is the selection of GAs parameters to obtain the final results with high speed convergence. An experimental study shows that the population size is the most important parameter. On one hand, if the population size is too small, it may cause a premature convergence to a suboptimal solution. On the other hand, a large population size requires more evaluations per generation but allows better convergence to an optimal solution. Fig. 13 shows the curve of execution time versus the population size. It appears that the optimal population size is 30. According to our experimental study, the importance of the other parameters is not very significant. The crossover rate was set to 0.8 and the mutation rate was set to 0.1.

For each object, more than 100 different runs for 3-D reconstruction were carried out giving the same final result, which proves that our method is stable. Fig. 14 represents an example of the evolution of the fitness of the best chromosome in each of the 19 sub-populations. Fig. 15 illustrates the fitness value evolution, until convergence, of all individuals in a sub-population at each generation. It appears that the process converges rapidly.

The different results obtained show that our approach permits the recovery of 3-D coordinates of spots and consequently it enables 3-D object reconstruction with high accuracy.
Fig. 10. 3-D Reconstruction of a computer mouse – A mesh view (left) and a shaded surface view (right) in a different angle.

Fig. 11. 3-D Reconstruction of a face which is rotating
**Fig. 12.** Execution time for 500 crossover operations vs. chromosome size (PMX)

**Fig. 13.** Plot of average execution time versus population size for computer mouse.

**Fig. 14.** Plot of fitness evolution of the best chromosome in each subpopulation
6 Conclusion

In this paper, a new method for reconstructing 3-D shapes is proposed. It is based on an active stereo vision system composed of a camera and a light system which projects a set of structured laser rays on the scene to be analyzed. The image acquired by the system has many spots created by the laser rays. These spots are the basis of the 3-D shape reconstruction. The determination of the depth information on a point, represented by a spot in the image, requires to identify the laser ray from which the spot originates. The matching task is performed using GAs. Data is partitioned into independent clusters and GAs are performed independently in the different clusters. In all cases, the matching processes converge towards the optimum solution which proves that GAs can effectively be used to this matching problem. The 3-D reconstruction is performed by an efficient method. The experimental results confirm that the proposed approach is stable and provides high accuracy 3-D object reconstruction. Consequently, it can be used efficiently as the first stage in a global 3-D shape system analysis.
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Abstract. A Markov process model for contour curvature is introduced via a stochastic differential equation. We analyze the distribution of such curves, and show that its mode is the Euler spiral, a curve minimizing changes in curvature. To probabilistically enhance noisy and low contrast curve images (e.g., edge and line operator responses), we combine this curvature process with the curve indicator random field, which is a prior for ideal curve images. In particular, we provide an expression for a nonlinear, minimum mean square error filter that requires the solution of two elliptic partial differential equations. Initial computations are reported, highlighting how the filter is curvature-selective, even when curvature is absent in the input.

1 Introduction

Images are ambiguous. One unpleasant consequence of this singular fact is that we cannot compute contours without making assumptions about image structure. Inspired by Gestalt psychology [16], most previous work has defined this structure as good continuity in orientation, that is to say, curves with varying orientation—high curvature—are rejected, and, conversely, straighter curves are enhanced. This is naturally phrased in terms of an energy functional on curves that minimizes curvature. In this paper, we present a stochastic model that instead aims to enforce good continuation in curvature, and thus minimizes changes in curvature.

To understand why we believe that good continuation in curvature is important, imagine the situation of a bug trying to “track” the contour in Fig. 1. Suppose the bug is special in that it can only “search” for its next piece of contour in a cone in front of it centered around its current predicted position and direction (i.e., orientation with polarity) [24,6]. This strategy is appropriate so long as the contour is relatively straight. However, when the bug is on a portion of the contour veering to the right, it will constantly waste time searching to the left, perhaps even mistracking completely if the curvature is too large. In estimation terms, the errors of our searching bug are correlated, a tell-tale clue that the assumption that the contour is straight is biased. A good model would
only lead to an unavoidable “uncorrelated” error. We present a Markov process that models not only the contour’s direction, but also its local curvature.

It may appear that one may avoid these problems altogether by allowing a higher bound on curvature. However, this forces the bug to spend more time searching in a larger cone. In stochastic terms, this larger cone is amounts to asserting that the current (position, direction) state has a weaker influence on the next state; in other words, the prior on contour shape is weaker (less peaked or broader). But a weaker prior will be less able to counteract a weak likelihood (high noise): it will not be robust to noise. Thus we must accept that good continuation models based only on contour direction are forced to choose between allowing high curvature or high noise; they cannot have it both ways\(^1\).

Although studying curvature is hardly new in vision, modeling it probabilistically is. In [3,25,15] and [8, 361 ff.], measuring curvature in images was the key problem. In [14], curvature is used for smooth interpolations, following on the work on elastica in [20,10] and later [18]. The closest work in spirit to this is relaxation labeling [26], several applications of which include a deterministic form of curvature [19,11]. Markov random fields for contour enhancement using orientation [17] and co-circularity [9,21] have been suggested, but these have no complete stochastic model of individual curves. The explicit study of stochastic but direction-only models of visual contours was initiated by Mumford [18] and has been an extended effort of Williams and co-workers [22,23].

This paper is organized as follows. We first introduce a curvature random process and its diffusion equation; we then present example impulse responses, which act like the “bent” search cones. Second, we relate the mode of the distribution for the curvature process to an energy functional on smooth curves. Next we review a model of an ideal curve image (e.g., “perfect” edge operator

\(^1\) Observe in the road-tracking examples in [6] how all the roads have fairly low curvature. While this is realistic in flat regions such as the area of France considered, others, more mountainous perhaps, have roads that wind in the hillsides.
responses) called the curve indicator random field (CIRF), which was introduced in [2] and theoretically developed in [1], but in the context of Mumford’s direction process [18]. Here we apply the CIRF to the curvature process, and then report a minimum mean square error filter for enhancing image contours. We conclude with some example computations.

2 A Brownian Motion in Curvature

Recall that a planar curve is a function taking a parameter $t \in \mathbb{R}$ to a point $(x(t), y(t))$ in the plane $\mathbb{R}^2$. Its direction is defined as $\theta = \arg(x + \sqrt{-1} y)$, where the dot denotes differentiation with respect to the arc-length parameter $t$ ($x^2 + y^2 = 1$ is assumed). Curvature $\kappa$ is equal to $\dot{\theta}$, the rate of change of direction.

Now we introduce a Markov process that results from making curvature a Brownian motion. Let $R(t) = (X, Y, \Theta, K)(t)$ be random\(^2\), with realization $r = (x, y, \theta, \kappa) \in \mathbb{R}^2 \times S \times \mathbb{R}$. Consider the following stochastic differential equation:

\[
\dot{X} = \cos \Theta, \quad \dot{Y} = \sin \Theta, \quad \dot{\Theta} = K, \quad dK = \sigma dW,
\]

where $\sigma = \sigma_\kappa$ is the “standard deviation in curvature change” (see §3) and $W$ denotes standard Brownian motion. The corresponding Fokker-Plank partial differential equation (PDE), describing the diffusion of a particle’s probability density, is

\[
\frac{\partial p}{\partial t} = \frac{\sigma^2}{2} \frac{\partial^2 p}{\partial \kappa^2} - \cos \theta \frac{\partial p}{\partial x} - \sin \theta \frac{\partial p}{\partial y} - \kappa \frac{\partial p}{\partial \theta}
\]

\[
= \frac{\sigma^2}{2} \frac{\partial^2 p}{\partial \kappa^2} - (\cos \theta, \sin \theta, \kappa, 0) \cdot \nabla p,
\]

where $p = p(x, y, \theta, \kappa, t) = p(R(t) = r|R(0) = r_0)$, the conditional probability density that the particle is located at $r$ at time $t$ given that it started at $r_0$ at time 0. Observe that this PDE describes probability transport in the $(\cos \theta, \sin \theta, \kappa, 0)$-direction at point $r = (x, y, \theta, \kappa)$, and diffusion in $\kappa$. An extra decay term [18,22] is also included to penalize length (see §3). We have solved this parabolic equation by first analytically integrating the time variable and then discretely computing the solution to the remaining elliptic PDE. Details will be reported in [1]. See Fig. 2 for example time-integrated transition densities.

\(^2\)Capitals will often be used to denote random variables, with the corresponding letter in lower case denoting a realization. However, capitals are also used to denote operators later in the paper.
Fig. 2. Curvature diffusions for various initial curvatures. For all cases the initial position of the particle is an impulse centered vertically on the left, directed horizontally to the right. Shown is the time integral of the transition density of the Markov process in curvature (1), integrated over direction $\theta$ and curvature $\kappa$; therefore, the brightness displayed at position $(x, y)$ indicates the expected time that the particle spent in $(x, y)$. (Only a linear scaling is performed for displays in this paper; no logarithmic or other nonlinear transformation in intensity is taken.) Observe that the solution “veers” according to curvature, as sought in the Introduction. Contrast this with the straight search cone in Fig. 3. The PDE was solved on a discrete grid of size $32 \times 32 \times 32 \times 5$, with $\sigma_\kappa = 0.01$ and an exponential decay of characteristic length $\lambda = 10$ (see §3 for length distribution).

3 What Is the Mode of the Distribution of the Curvature Random Process?

To get more insight into our random process in curvature, consider one of the simplest aspects of its probability distribution: its mode. First, let us consider the situation for Mumford’s direction-based random process in $^3 \mathbb{R}^2 \times S$, or

$$\dot{X} = \cos \theta, \quad \dot{Y} = \sin \theta, \quad d\theta = \sigma_\kappa \, dW,$$

where $\sigma_\kappa$ is the “standard deviation in curvature” and $W$ is standard Brownian motion. This process has the following Fokker-Plank diffusion equation:

$$\frac{\partial p}{\partial t} = \frac{\sigma_\kappa^2}{2} \frac{\partial^2 p}{\partial \theta^2} - \cos \theta \frac{\partial p}{\partial x} - \sin \theta \frac{\partial p}{\partial y}, \quad (2)$$

where $p = p(x, y, \theta, t)$ is the transition density for time $t$. As Mumford has shown [18], the mode of the distribution of this direction process is described by *elastica*, or planar curves that minimize the following functional:

$$\int (\alpha \kappa^2 + \beta) \, dt, \quad (3)$$

where $\alpha$ and $\beta$ are nonnegative constants. With such an elegant expression for the mode of the Mumford process, we ask: Is there a corresponding functional for the curvature process? If so, what is its form?

$^3 \mathbb{R}^2 \times S$ is also called $(x, y, \theta)$-space, the unit tangent bundle, and orientation space [13].
Fig. 3. Solutions to Mumford’s diffusion. Equation (2) was integrated over time and then solved for a slightly blurred impulse on a $80 \times 80 \times 44$ grid, with parameters $\sigma_\kappa = 1/24, \lambda = 100$, and at discrete directions 0 (left) and 4 (right). Depicted is the integral over $\theta$, cropped slightly. The method used [1] responds accurately at all directions. Note that these responses are straight, analogous the search cone described in the Introduction. Given their initial direction, particles governed by the direction process move roughly straight ahead, in contrast to those described by our curvature process (Fig. 2).

To answer these questions, we follow a line of analysis directly analogous to Mumford [18]. First, we discretize our random curve into $N$ subsections. Then we write out the distribution and observe the discretization of a certain integral that will form our desired energy functional.

Suppose our random curve from the curvature process has length $T$, distributed with the exponential density $p(T) = \lambda^{-1} \exp(-\lambda^{-1}T)$, and independent of the shape of the contour. Each step of the $N$-link approximation to the curve has length $\Delta t := T/N$. Using the definition of the $t$-derivatives, for example,

$$\dot{X} = \frac{dX}{dt} = \lim_{N \to \infty} \frac{X_{i+1} - X_i}{T/N},$$

we can make the approximation $X_{i+1} \approx X_i + \Delta t \dot{X}$. Recalling the stochastic differential equation (1), we therefore let the curvature process be approximated in discrete time by

$$X_{i+1} = X_i + \Delta t \cos \Theta_i, \quad Y_{i+1} = Y_i + \Delta t \sin \Theta_i, \quad \Theta_{i+1} = \Theta_i + \Delta t K_i,$$

where $i = 1, \ldots, N$. Because Brownian motion has independent increments whose standard deviation grows with the square root $\sqrt{\Delta t}$ of the time increment $\Delta t$, the change in curvature for the discrete process becomes

$$K_{i+1} = K_i + \sqrt{\Delta t} \epsilon_i,$$

where $\{\epsilon_i\}$ is an independent and identically distributed set of 0-mean, Gaussian random variables of standard deviation $\sigma = \sigma_\kappa$. Let the discrete contour be denoted by

$$I_N = \{(X_i, Y_i, \Theta_i, K_i) : i = 0, \ldots, N\}.$$
Given an initial point $p_0 = (x_0, y_0, \theta_0, \kappa_0)$, the probability density for the other points is

$$p(\Gamma_N | p_0) = \lambda^{-1} \exp(-\lambda^{-1} T) \cdot (\sqrt{2\pi}\sigma)^{-N} \exp\left(-\sum_i \frac{c_i^2}{2\sigma^2}\right),$$

which, by substitution, is proportional to

$$\exp\left[-\sum_i \frac{1}{2\sigma^2} \left(\frac{\kappa_{i+1} - \kappa_i}{\Delta t}\right)^2 \Delta t - \lambda^{-1} T\right].$$

We immediately recognize $\frac{\kappa_{i+1} - \kappa_i}{\Delta t}$ as an approximation to $\frac{ds}{dt} = \kappa$, and so we conclude that

$$p(\Gamma_N | p_0) \to p(\Gamma | p_0) \propto e^{-E(\Gamma)} \text{ as } N \to \infty,$$

where the energy $E(\Gamma)$ of (continuous) curve $\Gamma$ is

$$E(\Gamma) = \int (\alpha \kappa^2 + \beta) dt,$$  \hspace{1cm} (4)

where $\alpha = (2\sigma^2)^{-1}$ and $\beta = \lambda^{-1}$.

Maximizers of the distribution $p(\Gamma)$ for the curvature random process are planar curves that minimize of the energy functional $E(\Gamma)$. Such curves are known as Euler spirals, and have been studied recently in [14]. A key aspect of the Euler spiral functional (4) is that it penalizes changes in curvature, preferring curves with slowly varying curvature. In contrast, the elastica functional (3) penalizes curvature itself, and therefore allows only relatively straight curves, to the dismay of the imaginary bug of the Introduction.

4 Filtering and the Curve Indicator Random Field

Given our stochastic shape model for contours, we now introduce the curve indicator random field (CIRF), which naturally captures the notion of an ideal curve image, and provides a precise definition for the kind of output we would like from an edge operator, for example. Roughly, this random field is non-zero-valued along the true contours, and zero-valued elsewhere. The actually measured edge/line map is then viewed as an imperfect CIRF, corrupted by noise, blur, etc. The goal of filtering, then, is to estimate the true CIRF given the imperfect one. For completeness, we review the theory of the CIRF now; proofs and more details can be found in [1].

4.1 Definitions

For generality, we shall define the curve indicator random field for any continuous-time Markov process $R_t$, $0 \leq t < T$ taking values in a finite (or at
most countable) set $I$ of cardinality $|I|$. As in §3, the random variable $T$ is exponentially-distributed with mean value $\lambda > 0$, and represents the length of a contour. To ensure the finiteness of the expressions that follow, we assume $\lambda < \infty$. Sites or states within $I$ will be denoted $i$ and $j$. (Think of $I$ as a discrete approximation to the state space $\mathcal{R} = \mathbb{R}^2 \times S \times \mathbb{R}$ where the curvature random process takes values.) Let $\mathbb{1}\{\text{condition}\}$ denote the (indicator) function that takes on value 1 if condition is true, and the value 0 otherwise. With these notations we define the curve indicator random field $V$ for a single curve to be

$$V_i := \int_0^T \mathbb{1}\{R_t = i\} dt, \quad \forall i \in I.$$ 

Observe that $V_i$ is the (random) amount of time that the Markov process spent in state $i$. In particular, $V_i$ is zero unless the Markov process passed through site $i$. In the context of Brownian motion or other symmetric processes, $V$ is variously known as the occupation measure or the local time of $R_t$ [4,5].

Generalizing to multiple curves, we pick a random number $N$, Poisson distributed with average value $\bar{N}$. We then choose $N$ independent copies $R^{(1)}_{t}, \ldots, R^{(N)}_{t}$ of the Markov process $R_t$, with independent lengths $T_1, \ldots, T_N$, each distributed as $T$. To define the (multiple curve) CIRF, we take the superposition of the single-curve CIRFs $V^{(1)}, \ldots, V^{(N)}$ for the $N$ curves.

**Definition 1.** The curve indicator random field $U$ is defined to be

$$U_i := \sum_{n=1}^{N} V^{(n)}_i = \sum_{n=1}^{N} \int_0^{T_n} \mathbb{1}\{R^{(n)}_t = i\} dt_n, \quad \forall i \in I.$$ 

Thus $U_i$ is the total amount of time that all of the Markov processes spent in site $i$. Again, observe that this definition satisfies our desiderata for an ideal edge/line map: (1) non-zero value where the contours are, and (2) zero-value elsewhere. The probability distribution of $U$ will become our prior for inference.

### 4.2 Statistics of the Curve Indicator Random Field

Probabilistic models in vision and pattern recognition have been specified in a number of ways. For example, Markov random field models [7] are specified via clique potentials and Gaussian models are specified via means and covariances. Here, instead of providing the distribution of the curve indicator random field itself, we report its moment generating functional, from which all moments can be computed straightforwardly.

Before doing so, we need to develop more Markov process theory. We first define the inner product $(a, b) = \sum_{i \in I} a_i b_i$. The generator of the Markov process $R_t$ is the $|I| \times |I|$ matrix $L = (l_{ij})$, and is the instantaneous rate of change of the probability transition matrix $P(t) = (p_{ij})(t)$ for $R_t$. For the curvature process, we let $L$ be a discretization of the partial differential operator on the right hand side of (1), or

$$L \approx \frac{\sigma^2}{2} \frac{\partial^2}{\partial \kappa^2} - \cos \theta \frac{\partial}{\partial x} - \sin \theta \frac{\partial}{\partial y} - \kappa \frac{\partial}{\partial \theta} \quad \text{(curvature process)},$$
and for the direction process, $L$ is the discretization of the corresponding operator in (2), or

$$L \approx \frac{\sigma_u^2}{2} \frac{\partial^2}{\partial \theta^2} - \cos \theta \frac{\partial}{\partial x} - \sin \theta \frac{\partial}{\partial y} \quad \text{(direction process)}.$$ 

To include the exponential distribution over $T$ (the lifetime of each particle), we construct a killed Markov process with generator $Q = L - \lambda^{-1} I$. (Formally, we do this by adding a single “death” state $\emptyset$ to the discrete state space $\mathcal{I}$. When $t \geq T$, the process enters $\emptyset$ and it cannot leave.) Slightly changing our notation, we shall now use $R_t$ to mean the killed Markov process with generator $Q$. The Green’s function matrix $G = (g_{ij})$ of the Markov process is the matrix $\int_0^\infty e^{Qt} dt = \int_0^\infty P(t)e^{-t/\lambda} dt$, where $P(t) = e^{At}$ (where $A$ denotes the matrix exponential of matrix $A$). The $(i, j)$-entry $g_{ij}$ in the Green’s function matrix $G$ represents the expected amount of time that the Markov process spent in $j$ before death, given that the process started in $i$. One can show that $G = -Q^{-1}$. Given a vector $c \in \mathbb{R}^{\mathcal{I}}$ having sufficiently small entries $c_i$, we define the Green’s function matrix $G(c)$ with spatially-varying “creation” $c$ as the Green’s function matrix for the killed Markov process with extra killing $-c$, i.e., having generator $Q(c) := Q + \text{diag} c$, where $\text{diag} c$ is a diagonal matrix with the entries of vector $c$ along the diagonal; in particular, $G(c) = -Q(c)^{-1} = -(Q + \text{diag} c)^{-1}$.

Recalling that each Markov process $R_{t_1}^{(1)}, \ldots, R_{t_N}^{(N)}$ is distributed as $R_t$, let the joint distribution of the initial and final states of $R_t$ be

$$\mathbb{P}\{R_0 = i, R_T = j\} = \mu_i g_{ij} \nu_j, \quad \forall i, j \in \mathcal{I},$$

where $\mu = (\mu_i)$ and $\nu = (\nu_i)$ are vectors in $\mathbb{R}^{\mathcal{I}}$ weighting initial and final states, respectively, and $f(T^-)$ is the limit of $f(t)$ for $t$ approaching $T$ from below. Therefore, vectors $\mu$ and $\nu$ must satisfy the normalization constraint $(\mu, G\nu) = 1$. For general purpose contour enhancement, we typically have no a-priori preference for the start and end locations of each contour, and so we set these vectors proportional to the constant vector $1 = (1, \ldots, 1)$. For example, by setting $\mu = |\mathcal{I}|^{-1} 1, \nu = \lambda^{-1} 1$, the normalization constraint is satisfied.

The following key theoretical result is used in this paper but is developed in [1], and is most closely related to the work of Dynkin [4].

**Proposition 1.** The moment generating functional of the curve indicator random field $U$ is

$$\mathbb{E}\exp(c, U) = \exp(\mu, \tilde{N}(G(c) - G)\nu).$$

While this result may seem abstract, it is actually very useful. Let $G^*$ denote the transpose of $G$. From Prop. 1 we obtain the first two cumulants of the CIRF [2]:

**Corollary 1.** Suppose the $\mu = |\mathcal{I}|^{-1} 1, \nu = \lambda^{-1} 1$. The mean of the curve indicator random field $U$ is $\mathbb{E} U_i = \tilde{N}\lambda |\mathcal{I}|^{-1}, \forall i \in \mathcal{I}$. The covariance matrix of $U$ is $\text{cov} U = \tilde{N}\lambda |\mathcal{I}|^{-1}(G + G^*)$. 
Several “columns” of the covariance matrix for the curvature process are illustrated in Fig. 4, by taking its impulse response for several positions, directions and curvatures. In addition, using Prop. 1 one can compute the higher-order cumulants of $U$, and they are generally not zero, which shows that the curve indicator random field is non-Gaussian \cite{1}. Despite that, its moment generating functional has a tractable form that we shall directly exploit next.

\begin{figure}[h]
\centering
\begin{tabular}{ccc}
\includegraphics[width=0.3\textwidth]{image1} & \includegraphics[width=0.3\textwidth]{image2} & \includegraphics[width=0.3\textwidth]{image3}
\end{tabular}
\caption{Impulse responses of the covariance matrix for the curve indicator random field for the curvature process. Impulses are located at the center of each image, directed at discrete direction 4 out of 32, with 5 curvatures. Parameters are $\sigma_\kappa = 0.01, \lambda = 10$.}
\end{figure}

\section{Minimum Mean Square Error Filtering}

Instead of the unknown random field $U$, what we actually observe is some realization $m$ of a random field $M$ of (edge or line) measurements. Given $m$, we seek that approximation $\hat{u}$ of $U$ that minimizes the mean square error (MMSE), or

$$\hat{u} \triangleq \arg \min_{u} \mathbb{E}_m \|u - U\|^2,$$

where $\mathbb{E}_m$ the denotes taking an expectation conditioned on the measurement realization $m$. It is well-known that the posterior mean is the MMSE estimate

$$\hat{u} = \mathbb{E}_m U,$$

but in many interesting, non-Gaussian, cases this is extremely difficult to compute. In our context, however, we are fortunate to be able to make use of the moment generating functional to simplify computations.

Before developing our MMSE estimator, we must define our likelihood function $p(M|U)$. First let $H_i$ be the binary random variable taking the value 1 if one of the contours passed through (or “hit”) site $i$, and 0 otherwise, and so $H$ is a binary random field on $\mathcal{I}$. In this paper we consider conditionally independent, local likelihoods: $p(M|H) = p(M_i|H_i) \cdots p(M_{[\mathcal{I}]}|H_{[\mathcal{I}]}).$ Following \cite{6,24}, we consider two distributions over measurements at site $i$: $p_{\text{on}}(M_i) := \ldots$
\(p(M_i|H_i = 1)\) and \(p_{\text{off}}(M_i) := p(M_i|H_i = 0)\). It follows [24] that 
\[
\ln p(M|H) = \sum_i \ln(p_{\text{on}}(M_i)/p_{\text{off}}(M_i))H_i.
\]
Now let \(\tau\) be the average amount of time spent by the Markov processes in a site, given that the site was hit; observe that \(U_i/\tau\) and \(H_i\) are therefore equal on average. This suggests that we replace \(H\) with \(U/\tau\) above to generate a likelihood in \(U\), in particular,
\[
\ln p(M|U) \approx \sum_i c_i U_i = (c, U), \quad \text{where } c_i = c_i(M_i) = \tau^{-1} \ln \frac{p_{\text{on}}(M_i)}{p_{\text{off}}(M_i)}.
\]
As shown in [1], the posterior mean in this case becomes
\[
\mathbb{E}_m U_i \approx \frac{\partial}{\partial c_i}(\mathbb{E}_\text{exp}(c, U))(c) = \mathcal{N}_i f_i b_i, \quad \forall i \in \mathcal{I},
\]
where \(f = (f_1, \ldots, f_{|\mathcal{I}|})\) is the solution to the forward equation
\[
(Q + \text{diag } c)f + \nu = 0
\]
and \(b = (b_1, \ldots, b_{|\mathcal{I}|})\) is the solution to the backward equation
\[
(Q^* + \text{diag } c)b + \mu = 0.
\]
Note that equations (6) and (7) are linear systems in \(\mathbb{R}^{|\mathcal{I}|}\); however, since \(Q = L - \lambda^{-1}\), where the generator \(L\) is the discretization of an (elliptic) partial differential operator, we view the forward and backward equations as (linear) elliptic partial differential equations, by replacing \(L\) with its undiscretized counterpart, and \(c, f, b, \mu, \) and \(\nu\) with corresponding (possibly generalized) functions on a continuum, such as \(\mathbb{R}^2 \times \mathbb{S}\) for the direction process, or \(\mathbb{R}^2 \times \mathbb{S} \times \mathbb{R}\) for the curvature process.

Observe that two nonlinearities arise in this posterior mean in equation (5). First, there is a product of the forward and backward solutions\(^4\). Second, although both the forward and backward equations are linear, they represent nonlinear mappings from input \((c)\) to output \((f\) or \(b\)). For example, it follows that \(f = (I - G \text{diag } c)^{-1} G\nu = \sum_{k=0}^{\infty} (G \text{diag } c)^k G\nu\), i.e., \(f\) is a polynomial—and thus nonlinear—function of the input \(c\).

### 5.1 Example Computations

We have implemented a preliminary version of the CIRF posterior mean filter. For our initial experimentation, we adopted a standard additive white Gaussian noise model for the likelihood \(p(M|U)\). As a consequence, we have \(c(m) = \gamma_1 m - \gamma_2\), a simple transformation of the input \(m\), where \(\gamma_1\) and \(\gamma_2 = 3\) are constants. The direction-dependent input \(m\) was set to the result of logical/linear edge and line operators [12]. The output of the logical/linear operator was linearly interpolated to a many directions as necessary. For direction-only filtering,

\(^4\) This is analogous to the source/sink product in the stochastic completion field [22].
this input interpolation was sufficient, but not for the curvature-based filtering, as curvature was not directly measured in the image; instead, the directed logical/linear response was simply copied over all curvature values, i.e., the input \( m \) was constant as a function of curvature. The limit of the invertibility of \( Q + \text{diag} \, c \) and its transpose was used to set \( \gamma_1 [1] \). The technique used to solve the forward and backward CIRF equations for the curvature process in \((x, y, \theta, \kappa)\) will be reported in [1], and are a generalization of the method used for the forward and backward CIRF equations for the Mumford (direction) process in \((x, y, \theta)\) [1], which is also used here. Parameter settings were \( \mathcal{N} = 1, \mu = |\mathcal{T}|^{-1} \mathbf{1}, \nu = \lambda^{-1} \mathbf{1} \). The direction-process based CIRF was solved on a grid the size of the given image but with 32 directions. For the curvature-based CIRF filtering, very few curvatures were used (3 or 5) in order to keep down computation times in our unoptimized implementation. Unless we state otherwise, all filtering responses (which are fields over either discrete \((x, y, \theta)\)-space or discrete \((x, y, \theta, \kappa)\)-space) are shown summed over all variables except \((x, y)\).

For our first example, we considered a blood cell image (Fig. 5, top). To illustrate robustness, noise was added to a small portion of the image that contained two cells (top left), and was processed with the logical/linear edge operator at the default settings\(^5\). The result was first filtered using the CIRF posterior mean based on Mumford’s direction process (top center). Despite using two very different bounds on curvature, the direction-based filtering cannot close the blood cell boundaries appropriately. In contrast, the CIRF posterior mean with the curvature process (top right) was more effective at forming a complete boundary. To illustrate in more detail, we plotted the filter responses for the direction-based filter at \( \sigma_{\kappa} = 0.025 \) for 8 of the 32 discrete directions in the middle of Fig. 5. The brightness in each of the 8 sub-images is proportional to the response for that particular direction as a function of position \((x, y)\). Observe the over-straightening effect shown by the elongated responses. The curvature filter responses were plotted as a function of direction and curvature (bottom). Despite the input having been constant as a function of curvature, the result shows curvature selectivity. Indeed, one can clearly see in the \( \kappa > 0 \) row (Fig. 5, bottom) that the boundary of the top left blood cell is traced out in a counter-clockwise manner. In the \( \kappa < 0 \) row, the same cell is traced out in the opposite manner. (Since the parameterization of the curve is lost when forming its image, we cannot know which way the contour was traversed; our result is consistent with both ways.) The response for the lower right blood cell was somewhat weaker but qualitatively similar. Unlike the direction-only process, the curvature process can effectively deal with highly curved contours.

For our next example, we took two sub-images of a low-contrast angiogram (top of Fig. 6; sub-images from left and top right of original). The first sub-image (top left) contained a straight structure, which was enhanced by our curvature-based CIRF filter (summed responses at top right). The distinct responses at separate directions and curvatures show curvature selectivity as well, since the straight curvature at 45° had the greatest response (center). The second sub-

Fig. 5. Curvature filtering of a blood cell image (see text).

image (bottom left) of a loop structure also produced a reasonable filter response (bottom right); the individual responses (bottom) also show some curvature selectivity.

As argued in the Introduction, the bug with a direction-only search cone would mistrack on a contour as curvature builds up. To make this point computationally, we consider an image (top left of Fig. 7) of an Euler spiral extending from a straight line segment.\(^6\) Observe that the contour curvature begins at zero

\(^{6}\) We used formula (16.7) of Kimia et al [14], and created the plot in Mathematica with all parameters 0, except \(\gamma = 0.1\) (Kimia et al’s notation). The resulting plot was grabbed, combined with a line segment, blurred with a Gaussian, and then subsampled.
Fig. 6. Curvature filtering for an angiogram (see text).
(straight segment) and then builds up gradually. To produce a 3-dimensional input to our direction-based filter, this original (2-d) image was copied to all directions (i.e., $m(x, y, \theta) = \text{image}(x, y)$, for all $\theta$). Similarly, the image was copied to all directions and curvatures to produce a 4-d input to the curvature-based filter. For this test only, our 2-dimensional outputs were produced by taking, at each position $(x, y)$, the maximum response over all directions (for the direction-based filtering) or over all directions and curvatures (for the curvature-based filtering). The direction-based CIRF posterior mean (with parameters $\sigma_\kappa = 0.025, \lambda = 10$, with 64 directions) was computed (center), showing an undesirable reduction in response as curvature built up. The curvature-based CIRF posterior mean (right, with parameters $\sigma_\kappa = 0.05, \lambda = 10, 64$ directions, and 7 curvatures $(0, \pm 0.05, \pm 0.1, \pm 0.15)$) shows strong response even at the higher curvature portions of the contour. To test robustness, 0-mean Gaussian noise of standard deviation 0.4 was added (bottom left) to the image (0 to 1 was the signal range before adding noise). The results (bottom center and right) show that the curvature-based filter performs better in high curvature regions despite noise.

Computations were conveniently performed using the Python scripting language with numerical extensions in a GNU/Linux environment.

6 Conclusion

In this paper we introduced a new stochastic model for contour curvature to more faithfully capture the shape of image curves. Whereas most contour models
penalize large curvatures, our curvature Markov process allows highly curving contours, and only penalizes changes in curvature. The curvature process can be used directly in the curve indicator random field [2,1] to construct a prior for curve images. To enhance noisy images of contours, we present a nonlinear filter (details in [1]) that approximates the posterior mean of the curve indicator random field. Our initial computations show that the filter responds well along smooth contours, even those having large curvature.
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Abstract. We propose a simple and efficient method to interpolate landmark matching by a non-ambiguous mapping (a diffeomorphism). This method is based on spline interpolation, and on recent techniques developed for the estimation of flows of diffeomorphisms. Experimental results show interpolations of remarkable quality. Moreover, the method provides a Riemannian distance on sets of landmarks (with fixed cardinality), which can be defined intrinsically, without referring to diffeomorphisms. The numerical implementation is simple and efficient, based on an energy minimization by gradient descent. This opens important perspectives for shape analysis, applications in medical imaging, or computer graphics.

1 Introduction

This paper proposes a new, efficient and consistent method for generating dense diffeomorphisms within an image from sparse information on the displacements of a finite number of points (landmarks). This is an important issue for image processing and computer graphics, and the problem has generated a large number of publications, starting with the seminal papers of Bookstein (see [3] and references therein). There are numerous applications: generating deformations from the position of control points is used, for example, to synthesize facial expressions, or to compute morphings; analyzing variations of shape has application in medical imaging or face recognition, matching is essential for the construction of anatomical atlases. Jointly with the purpose of interpolating from landmark-matching, comes the issue of measuring the discrepancy between two groups of matched landmarks. This is not an obvious problem, and it seems quite intuitive that the smoothness of the underlying, unobserved, global displacement comes as an essential part for the perceptive impression of discrepancy. A third, important, feature is the consistency of the interpolated displacement, in the sense that it should be one-to-one, ensuring that there cannot be two distinct parts of the original picture which are matched to the same zone in the target.

The method which is described here addresses the three problems simultaneously. It does provide a way to interpolate from landmark-matching, while providing a distance between configurations of landmarks which takes into account the smoothness of the underlying warping, generated as a diffeomorphism.
defined on the image grid. As a fourth, non-negligible property, comes the fact that this method is easy to implement, and numerically efficient.

To fix notations, let $\Omega$ be a bounded set in the plane. When $(x_1, \ldots, x_N)$, $(y_1, \ldots, y_N)$, two sets of $N$ labeled landmarks in $\Omega$, are given, we shall deal with the problem of finding a diffeomorphism $g$ of $\Omega$, with minimal size (in a sense to be defined), such that, for all $i$, $g(x_i) \simeq y_i$ (inexact matching).

The method which is developed in the sequel takes its roots from three main ideas:

- Interpolating splines, as pioneered by Bookstein in computer vision ([3]), and widely used to generate dense warpings from sparse information.
- Generation of diffeomorphisms as flows (solutions of an ODE), in a framework which guarantees smoothness and consistency, as in [10, 4]
- Computation of geodesic distances (minimal path length) on deformable data, as used in [11, 8].

The analysis results in a simple algorithm to compute diffeomorphisms from landmark data.

The paper is organized as follows. We start by reviewing the elements of spline theory which will be needed, and relate them to the (non-diffeomorphic) interpolation introduced by Bookstein. This forms the first ingredient for our method. In a second step, we give a presentation of the theory of groups of diffeomorphisms, generated as flows (solutions of ODEs) on a set $\Omega$, and show how this framework can be used to generate geodesic distances on structures acted on by diffeomorphisms (ie. deformable patterns). The last step will be to use this framework on the very simple deformable structure which are sets of landmarks, to derive an efficient algorithm for simultaneously computing distances between sets of landmarks and generating a diffeomorphism to interpolate the pointwise matching. The paper ends with a presentation of some experimental facts and data.

2 Landmark matching and splines

2.1 Splines

Like for all landmark-matching methods, the numerical efficiency of the algorithm that we propose relies on spline interpolation theory. For completeness of the presentation, we spend some time in describing the foundations of this theory, exhibiting in particular its remarkable algebraic simplicity.

Formally speaking, spline fitting can be considered a particular case of what follows. Let $\mathcal{H}$ be a Hilbert space, let $f_1, \ldots, f_N \in \mathcal{H}$, and $c_1, \ldots, c_N \in \mathbb{R}$ be given. Denote by $\langle \cdot, \cdot \rangle$ the inner product on $\mathcal{H}$. Consider the following problems:

1. Find $h \in \mathcal{H}$ such that $\|h\|$ is minimum subject to the constraints $\langle f_i, h \rangle = c_i$ for $i = 1, \ldots, N$. 


2. Fixing $\lambda > 0$, find $h$ such that 
$$
\|h\|^2 + \lambda \sum_{i=1}^{N} (f_i, h) - c_i)^2
$$
is minimum.

The first problem corresponds to interpolation, or exact matching, the second to smoothing, or approximate matching, and both are solved by elementary linear algebra. It is indeed clear that, in both cases, the constraints are not affected if $h$ is replaced by $h + v$ where $v$ is orthogonal to all the $f_i$, so that the solution must in fact be searched in the linear space spanned by $f_1, \ldots, f_N$: so, introduce the $N \times N$ matrix $S$ with $S_{ij} = \langle f_i, f_j \rangle$, and express the unknown $h$ as a linear combination 
$$
h = \sum_{i=1}^{N} \alpha_i f_i.
$$

Problem 1 now requires to minimize $\alpha S \alpha$ subject to the constraint $S \alpha = c$ (where $\alpha$ and $c$ are vectors with components $\alpha_i$ and $c_i$ respectively), and problem 2 to minimize $\alpha S \alpha + \lambda (S \alpha - c) (S \alpha - c)$.

Assume that $S$ is invertible, so that no linear constraint can be deduced one from another. The solution of problem 1 is in fact uniquely specified by the constraint: it is $\alpha = S^{-1} c$. For the second problem, routine computations show that it is $\alpha = S^{-1} \lambda c$ with $S^{-1} \lambda = S + I/\lambda$ (the invertibility of $S$ is here not required).

Let us see how this applies to splines. In this context, a set of points $(x_1, \ldots, x_N)$ in $\Omega$ is given, together with real numbers $c_1, \ldots, c_N$, and spline interpolation corresponds to finding a real-valued function $h$ (defined on $\Omega$), as smooth as possible, such that $h(x_i) = c_i$ or $h(x_i) \simeq c_i$. The smoothness of $h$ is evaluated through a norm of the kind

$$
\|h\|_N = \int_{\Omega} |L h|^2 dx
$$

where $L$ is, say, a differential operator. This norm defines a Hilbert space of functions $H_L$, with inner-product

$$
\langle h, g \rangle_L = \int_{\Omega} L h L g dx.
$$

The constraints $h(x_i) = c_i$ are linear in $h$, and the issue, to fit in the previous abstract setting, is whether there exists an element $f_{x_i}$ in $H_L$ such that, for all $h \in H_L$, $h(x_i) = \langle f_{x_i}, h \rangle_L$. If this can be done, the solution of the interpolation problem is given by a linear combination of the $f_{x_i}$, the coefficients of which are simply obtained by applying the inverse of the matrix of inner-products of the $f_{x_i}$ to the values of the constraints $c_i$. A similar conclusion can be drawn if we replace this exact interpolation problem by an inexact form, which consists in minimizing 

$$
\|h\|_N + \lambda \sum_{i=1}^{N} (h(x_i) - c_i)^2
$$

---

1 Problem 1 may have no solution when $S$ is not invertible.

2 This is equivalent, by the Riesz representation theorem, to the continuity of the evaluation mapping $h \mapsto h(x)$ for the norm $\|h\|_N$.  

It must be noted that the inner-products $\langle f_{x_i}, f_{x_j} \rangle$ are, by construction, given by $f_{x_i}(x_j)$ ($f$ is self-reproducing), so that their computation is immediate.

So everything depends on the existence of $f_x$. Theoretical arguments for proving this existence can be given (linked, for example, to Sobolev’s inclusion theorems when $L$ is a differential operator) but, for practical purposes, it is also necessary to have an analytical and computable expression for them. The functions $f$ are obtained from the Green kernel of the operator $L^*L$. So, practical applicability of spline interpolation depends on whether the Green kernel of $K$ is known or not, provided of course it exists at all.

Well-know cases in which explicit expressions for Green functions are available are when $L$ is a variant of the Laplacian (with simple enough boundary conditions). However, this can be too specific in some applications, and noting that the method never requires explicit knowledge of $L$, it is possible to start directly with a function $(x, y) \mapsto f_x(y)$ provided that one knows that $f$ is the Green kernel of some positive operator $K$ (not necessarily a differential operator), which needs not be specified. Non constructive existence assumptions exist, for example one may require that $f$ is symmetric ($f_x(y) = f_y(x)$), continuous, squared-integrable and induces a positive operator on $L^2$, the last requirement being satisfied when $f_x(y) = F(x - y)$, $F$ being the Fourier transform of a positive, even function.

In [2], [1], these requirements are further specialized to ensure that $f$ a radial basis function: $f_x(y) = G(|x - y|)$, the simplest example being the Gaussian $G(t) = \exp(-t^2/\sigma^2)$. This additional assumption has the advantage to provide rotation invariant interpolation (which is also true when $L$ is a linear combination of powers of the Laplacian).

### 2.2 Landmark matching and Bookstein’s splines

For diffeomorphic matching, it must be taken into account, to apply the previous, that the unknown function is vector valued. In fact, if $x_1, \ldots, x_N$ and $y_1, \ldots, y_N$ are two matched sets of landmarks, one should find a diffeomorphism $h : \Omega \to \Omega$ such that $h(x_i) = y_i$ (equivalently, one searches a displacement $u = h - \text{id}$ such that $u(x_i) = y_i - x_i$).

Bookstein (see [3]) proposes to apply spline interpolation to each component of $u$. This is the simplest approach, and we will keep to this setting in this

---

³ Let $L^*$ be the dual operator of $L$, which is such that, for all $g$ and $h$ with compact support in $\Omega$,

$$\int_{\Omega} (Lh)g = \int_{\Omega} (L^*g)h$$

and let $K = L^*L$. For all $x$, one has

$$h(x) = \langle f_x, h \rangle_L = \int_{\Omega} Lf_xLhdy = \int_{\Omega} f_xKhdy$$

which is precisely the definition of the fact that the function $(x, y) \mapsto f_x(y)$ is the Green kernel $K$. ($K$ is also affected by boundary conditions, but we omit the complications here).
paper. But it must be remarked that this is not a general point of view, the Green function being, in this context, naturally expressed as a matrix of kernels.

Returning to Bookstein splines, consider the inner-product

$$\langle h, g \rangle = \int_{\mathbb{R}^2} \Delta h \Delta g dx.$$  \hspace{1cm} (1)

$\mathcal{H}$ being the space of functions with square integrable second derivatives (a Beppo-Levi space). This space is not, strictly speaking, a Hilbert space, because the inner product is degenerate (it vanishes for affine functions), but can considered as one provided one consideres that functions which only differ by an affine function are equal.

With this in mind, let $U(r) = r^2 \log r$: this function is such that, for any smooth function $h \in \mathcal{H},$

$$h(x) = \int_{\mathbb{R}^2} U(|x - y|) \Delta^2 h(y) dy$$

where $\Delta^2$ is the iterated Laplacian, and equality being up to the addition of an affine function (cf [7]). Letting $f_x(y) = U(|x - y|)$, this is $\langle f_x, h \rangle = h(x)$ (up to an affine function). So let $c_i$ be one of the components of $y_k - x_i$, so that the constraints $h(x_i) = c_i$ for $i = 1$ to $N$ write: there exist $a = (a^1, a^2) \in \mathbb{R}^2, b \in \mathbb{R}$ such that, for all $i : \langle h, f_{x_i} \rangle = c_i - \langle ax_i + b \rangle$.

Let $S_{ij} = \langle f_{x_i}, f_{x_j} \rangle = U(|x_i - x_j|)$. The interpolation problem becomes: minimize $^t \alpha S \alpha$ with the constraint $S \alpha + Q \gamma = c$ where $\gamma = ^t (a^1 a^2 b)$ is a $3 \times 1$ matrix and $Q$ is a $N \times 3$ matrix, given by, letting $x_i = (x_i^1, x_i^2)$:

$$Q = \begin{pmatrix} x_1^1 & x_1^2 & 1 \\ \vdots & \vdots & \vdots \\ x_N^1 & x_N^2 & 1 \end{pmatrix}$$

solving this problem in $(\alpha, \gamma)$ yields $\gamma = (^t Q S^{-1} Q)^{-1} ^t Q c$ and $\alpha = S^{-1} (c - Q \gamma)$. The smoothing problem requires minimizing

$$^t \alpha S \alpha + \lambda (S \alpha + ^t ax_i + b - c)(S \alpha + ^t ax_i + b - c)$$

and its solution is formally similar to the previous one, simply replacing $S$ by $S_{\lambda} = S + (1/\lambda) I$ in the formulas.

When this is applied to both components of $y_k - x_i$, one obtains a function $u$ such that $u(x_i) = y_k - x_i$ for exact matching, which thus provides a smooth interpolation of the landmark correspondence. However, there is no constraint in this approach, which ensures that $h(x) = x + u(x)$ is one-to-one folding is indeed possible, and examples will be given in the last section of this paper. We shall obtain a rigorous one-to-one matching using flows of diffeomorphisms, as introduced in the next section.
3 Diffeomorphic landmark matching

One way to introduce the groups of diffeomorphisms we shall be dealing with starts from standard methods for generating metrics and distances on sets acted on by groups. We address this in the next section.

3.1 Distances and group actions

General facts We start with a short algebraic section in which basic facts on how inducing a distance from a group action are obtained, introducing in particular a “least-action principle”. First recall that a distance on a set $I$ is a mapping $d : I^2 \mapsto \mathbb{R}_+$ such that, for all $I, I', I'' \in I$:

\begin{enumerate}
    \item $d(I, I') = 0 \iff I = I'$,
    \item $d(I, I') = d(I', I)$,
    \item $d(I, I'') \leq d(I, I') + d(I', I'')$.
\end{enumerate}

If D1 is not true and $d(I, I') = 0$ for all $I$, we use the term pseudo-distance.

A group $G$ is acting on $I$ if an operation $(g, I) \mapsto g.I$ is defined on $G \times I$ with values in $I$ such that $id_G . I = I$ and $g.(h.I) = (gh).I$. For all $I \in I$ and all $g, h \in G$. If $G$ is a group acting on $I$, one says that a distance $d$ on $I$ is $G$-equivariant if and only if, for all $g \in G$, for all $I, I' \in I$, $d(g.I, g.I') = d(I, I')$.

We shall be dealing with the following construction. Let $G$ act on $I$, and consider the product $O = G \times I$, so that $G$ also acts on $O$ (simply letting, for $k \in G, o = (h, I) \in O: k.o = (kh, k.I)$).

For $o = (h, I) \in O$, let $\pi(o) = h^{-1}.I$. Assume that $d_O$ is a distance on $O$, and let, for $I, I' \in I$

$$d(I, I') = \inf\{d_O(o, d), o, d \in O, \pi(o) = I, \pi(d) = I'\} \quad (2)$$

Proposition 1. If $d_O$ is $G$-equivariant, then $d$ in (2) is a pseudo-distance on $I$.

We shall use these results for landmarks, letting diffeomorphisms act on them. This however asks the problem of building an invariant distance on $O$: one simple approach for this is to use geodesics in this space, as presented in the next section.

Infinitesimal approach A standard way for building distances on sets like $O$ is to compute shortest paths. Assume that we are able to give a meaning of the speed $V_o(t) = \frac{d\mathbf{o}}{dt}$ of a path $\mathbf{o} : t \mapsto \mathbf{o}(t)$ on $O$. Assume also that, for each $o \in O$, we have a way to quantify the speeds of paths passing through $o$ with the help of a norm $V = ||V||_o$ (the norm depends on $o$). Then, let the associated path energy be given by

$$E(o) = \int_0^1 ||V_o(t)||^2_{o(t)} dt \quad (3)$$

and the geodesic distance on $O$ be then defined by

$$d_O(o, o') = \inf{\sqrt{E(o)}}, o(0) = o, o(1) = o'\} \quad (4)$$

To build a $G$-equivariant distance (as required by proposition 1), it suffices to start with a family of norms $(||.||_o, o \in O)$ which shares this property, in the
sense that, if $o$ is a path on $\mathcal{O}$ and $h \in G$, then the translated path $h.o$ and $o$ both have the same speeds at the same times; this writes

$$||V_{h.o}(t)||_{h.o(t)} = ||V_o(t)||_{o(t)}$$  \hspace{1cm} (5)$$

One can interpret this formula with the help of the differential of the action of $G$ on $\mathcal{O}$, but the meaning and the consequences of (5) will be easily derived, and we will not need to introduce the usual machinery of differential geometry.

It is important to notice that this condition provides norms of velocities at translated objects $h.o$ as soon as these norms are known at $o$. Since $\mathcal{O} = G \times \mathcal{I}$, it thus suffices to define $||.||_o$ for $o \in \mathcal{O}$ of the kind $o = (\text{id}_G, I)$.

### 3.2 Mixing deformations and object variations: landmark matching

We specialize the point of view of section 3.1, by letting $G$ be a group of diffeomorphisms of $\Omega$ and $\mathcal{I}$ be the set of all collections of $N$ landmarks on $\Omega$. An element of $\mathcal{I}$ is thus a $N$-tuple $I = (p_1, \ldots, p_N) \in \Omega^N$. We use on $G$ the product $gh = h \circ g$ and define the action of $G$ on $\mathcal{I}$ to be

$$g.I = (g^{-1}(p_1), \ldots, g^{-1}(p_N))$$

which does provide a left-action: $(gh).I = g.(h.I)$.

Following the lines of section 3.1, we consider paths on $\mathcal{O}$. Such a path takes the form $o(t) = (g(t, .), p_1(t), \ldots, p_N(t))$ where $g(t, .)$ is a time dependent diffeomorphism and $p_i(t)$ is a curve in $\Omega$ for $i = 1, \ldots, N$ (landmark trajectory). The velocity at $o(t)$ is

$$V_o(t) = \left(V_g(t), \frac{dp_1}{dt}(t), \ldots, \frac{dp_N}{dt}(t) \right)$$

with $V_g(t) = \frac{dg}{dt}$.

Let $h$ be a diffeomorphism; the path $h.o$ is given by

$h.o(t) = (g(t, h(.)), h^{-1}(p_1(t)), \ldots, h^{-1}(p_N(t)))$

and its speed is

$$V_{h.o}(t) = \left(V_g \circ h(t), D_{p_1(t)}h^{-1}\frac{dp_1}{dt}(t), \ldots, D_{p_N(t)}h^{-1}\frac{dp_N}{dt}(t) \right)$$

where $D_p h^{-1}(t)$ is the differential of $h^{-1}(\cdot)$ with respect to spatial coordinates, evaluated at a point $p \in \Omega$. Equation (5), requires that

$$||V_{h.o}(t)||_{h.o(t)} = ||V_o(t)||_{o(t)}$$

This is true in particular when $h$ is the inverse of $g(t, .)$, yielding

$$||V_o(t)||_{o(t)} = ||V_{g^{-1}.o}(t)||_{g^{-1}.o(t)}$$
so that it is only necessary to define norms at elements \( o = (id, p_1, \ldots, p_N) \). We have,
\[
V_{g^{-1}o}(t) = \left( v_g(t), D_{p_1(t)} g(t) \frac{dp_1}{dt}(t), \ldots, D_{p_N(t)} g(t) \frac{dp_N}{dt}(t) \right)
\]
in which we have let \( v_g(t, y) = V_g(t, g^{-1}(t, y)) \). Making the change of variables \( q_i(t) = g(t, p_i(t)) \), this writes
\[
V_{g^{-1}o}(t) = \left( v_g(t), \frac{dq_1}{dt}(t) + v_g(t, q_1(t)), \ldots, \frac{dq_N}{dt}(t) - v_g(t, q_N(t)) \right)
\]
and the energy of the path \( o(t) \) takes the form
\[
E(o) = \int_0^1 \left\| v_g(t), \frac{dq_1}{dt}(t) + v_g(t, q_1(t)), \ldots, \frac{dq_N}{dt}(t) - v_g(t, q_N(t)) \right\|^2 dt
\]
with a certain norm, which may depend on the current position \( (q_1(t), \ldots, q_N(t)) \).

The essential trick, for building diffeomorphisms (in theory and in practice), is to replace the unknown time-dependent diffeomorphism \( g \) by its so-called Eulerian velocity \( v_g \) on which everything now depends. Noting that, by definition:
\[
\frac{dg}{dt} = v_g(t, g(t))
\]
knowing \( v \) allows to compute \( g \) by integration of an ODE, providing in that way a flow of diffeomorphisms (under smoothness conditions on \( v \) which have been studied in detail in [10] and [4]).

So, we know think in terms of \( v \) rather of \( g \). To compute the distance between two elements of \( \mathcal{O} \), it suffices to minimize the energy of the paths which link them. We now restrict to the particular case when
\[
E(o) = \int_0^1 \int_{\Omega} |L v_g(t)|^2 dt dx + \sum_{i=1}^N \int_0^1 \left| \frac{dq_i}{dt}(t) - v_g(t, q_i(t)) \right|^2 dt
\]
and \( L \) being some operator acting on \( v(t) \) for all \( t \). We are interested by the distance between two sets of landmarks \( I \) and \( I' \), which is given, according to (2)
\[
d(I, I') = \inf \{ d_\mathcal{O}(o, o'), o, o' \in \mathcal{O}, \pi(o) = I, \pi(o') = I' \}
\]
where \( \pi(g, p_1, \ldots, p_N) = g^{-1}(p_1, \ldots, p_N) = (g(p_1), \ldots, g(p_N)) \). It is not difficult to check that in fact, \( d(I, I') \) is the infimum of
\[
\int_0^1 \int_{\Omega} |L v(t)|^2 dt dx + \sum_{i=1}^N \int_0^1 \left| \frac{dq_i}{dt}(t) - v(t, q_i(t)) \right|^2 dt
\]
over all time dependent velocities \( v \) on \( \Omega \), and over all curves \( q_1(\cdot), \ldots, q_N(\cdot) \) such that \( I = (q_1(0), \ldots, q_N(0)) \) and \( I' = (q_1(1), \ldots, q_N(1)) \). We thus obtain
a new landmark-based matching formula, which only involves the velocity, and which, in the same time, provides a distance between sets of landmarks. For fixed trajectories \( q_i(t), i = 1, \ldots, N \), the optimal \( v \) can be explicitly computed at each time \( t \), in function of the Green kernel of \( L^*L \), as developed in section 2.1: this is the basis of the numerical algorithm which is detailed in section 4.

The final form of the energy is somehow reminiscent from S. Joshi’s landmark matching method, which is also based on flows of diffeomorphisms ([6]). The main difference comes from the fact that Joshi’s method does not optimize landmark trajectories, but rather uses an end-point matching penalty which leads to an optimal control formulation. There are two consequences of this: the first one is that this does not provide a metric between landmark configurations, whereas the methods derived here provides this feature as an initial motivation. The second one is that the numerical problem in our case is much simpler, as will be seen in section 4.

3.3 A Riemannian metric on deformable landmark configurations

An interesting feature of the previous construction can be pointed out here: it is that minimizing (6) with boundary conditions only in \( q \) is equivalent to compute a geodesic path for a specific metric on the set of configurations of \( N \) landmarks. Indeed, for \( I = (q_1, \ldots, q_N) \in \Omega^N \), and for \( h = (h_1, \ldots, h_N) \in (\mathbb{R}^2)^N \), define

\[
\|h\|_I^2 = \min_v \int_{\Omega} |Lv| \, dx + \lambda \sum_{i=1}^{N} |h_i - v(q_i)|^2
\]

It is easy to prove that \( \|h\|_I \) is a norm as a function of \( h \), which therefore provides a Riemannian metric on \( \Omega^N \), and to check that the optimal trajectories \( I(\cdot) = (q_1(\cdot), \ldots, q_N(\cdot)) \) minimize the energy

\[
E(I) = \int_{0}^{1} \left\| \frac{dI}{dt} \right\|_{I(\cdot)}^2 \, dt
\]

with fixed boundary conditions at time 0 and at time 1, yielding the fact that they are geodesics. Noting, moreover, that, for a given \( h \), the minimizing \( v \) in the definition of \( \|h\|_I \) can be explicitly computed, provided that the Green function of \( L^*L \) is known (cf section 2.1), we finally obtain an explicit view of \( \Omega^N \) as a Riemannian manifold, in which diffeomorphisms are now only implicit.

4 Experiments

4.1 Implementation details

The simplest numerical scheme is not to directly work with the geodesic energy of the previous section. We give ourselves a Green function, denoted \( f \), as in
section 2.1, associated to some operator \( L \) we do not need to compute. For each \( t \), the optimal \( \mathbf{v} \) must have the form

\[
\mathbf{v}(t, x) = \sum_{k=1}^{N} \alpha_k(t) f(q_k(t), x)
\]

where for each \( k \) and \( t \), \( \alpha_k(t) \) is a 2D vector. The energy in (6) writes, as a function of \( \alpha \) and \( q \):

\[
E(\alpha, q) = \sum_{k, l=1}^{N} \int_{0}^{1} \langle \alpha_k(t), \alpha_l(t) \rangle f(q_k(t), q_l(t)) dt + \lambda \sum_{k=1}^{n} \int_{0}^{1} \left\| \frac{dq_k}{dt} - \sum_{l=1}^{N} \alpha_l(t) f(q_l(t), q_k(t)) \right\|^2 dt \quad (7)
\]

in which we use norms and inner products in \( \mathbb{R}^2 \). Now, for fixed \( q \), the optimal \( \alpha \) is explicit. Let \( S(t) \) be the \( N \times N \) matrix with coefficients \( f(q_k(t), q_k(t)) \), and let \( S_\lambda(t) = S(t) + I/\lambda \). Letting \( \alpha^i = (\alpha^i_1, \ldots, \alpha^i_N) \) and \( q^i = (q^i_1, \ldots, q^i_N) \), \( i = 1, 2 \), we have, for all \( t \)

\[
\alpha^i(t) = [S_\lambda(t)]^{-1}.q^i(t)
\]

Minimizing in \( q \) with fixed \( \alpha \) is not explicit, but the gradient of \( E \) in \( q \) can be computed. We assume a time discretization of order \( T \), and set, for \( t = 0, \ldots, T - 1 \): \( D_t u = T(u(t+1) - u(t)) \) for a time dependent function \( u \). The discretized energy takes the form

\[
E(\alpha, q) = \sum_{k, l=1}^{N} \sum_{t=0}^{T} \langle \alpha_k(t), \alpha_l(t) \rangle f(q_k(t), q_l(t)) + \lambda \sum_{k=1}^{n} \sum_{t=0}^{T-1} \left\| D_t q_k - \sum_{l=1}^{N} \alpha_l(t) f(q_l(t), q_k(t)) \right\|^2 \quad (8)
\]

Introduce the notation \( Z_k(t) = D_t q_k - \sum_{l=1}^{N} \alpha_l(t) f(q_l(t), q_k(t)) \).

The partial derivative of \( E \) with respect to \( q_k(t) \) is a 2D vector, given by, for \( t = 1, \ldots, T - 1 \):

\[
\frac{\partial E}{\partial q_k(t)} = 2 \sum_{l=1}^{N} \langle \alpha_k(t), \alpha_l(t) \rangle \nabla_1 f(q_k(t), q_l(t)) - 2\lambda T D_{t-1} Z_k
\]

\[
- 2\lambda \sum_{l=1}^{N} \langle \langle \alpha_k(t), Z_l(t) \rangle + \langle \alpha_l(t), Z_k(t) \rangle \rangle \nabla_1 f(q_k(t), q_l(t)) \quad (9)
\]
where $\nabla_1 f \in \mathbb{R}^2$ denotes the gradient of $f$ with respect to one of its variables (it does not matter which one, $f$ is symmetric). Note that $q(0)$ and $q(T)$ are clamped to the boundary conditions.

The optimal landmark trajectories are computed by iterating the following steps until convergence (initializing with $\alpha = 0$ and linear trajectories)

1. Gradient step for $q$: for all $t = 2, \ldots T - 1$, substract to $q_k(t)$ a quantity proportional to $\frac{\partial E}{\partial q_k(t)}$.

2. Velocity updating: set $\alpha^i(t) = [S_\lambda(t)]^{-1} . \gamma^i(t)$, $t = 1, \ldots , T - 1$, $i = 1, 2$

**Thin-plate generalization** We now show how this can be modified to incorporate affine invariance as in the thin-plate case. If $L$ is the Laplacian, we have seen in section 2.2 that, for each $t$, $v(t, x)$ is defined up to an affine component which may in turn be optimized. This yields an expression

$$v(t, x) = a(t)x + b(t) + \sum_{k=1}^{N} \alpha_k(t)f(q_k(t), x)$$

for the unknown velocity field, $a(t)$ being a $2 \times 2$ matrix and $b(t) \in \mathbb{R}^2$. Let $\gamma^i(t)$ be a column of the $3 \times 2$ matrix $[a(t)b(t)]$, $i = 1, 2$. When trajectories are fixed, the optimal coefficients are given like in section 2.2 by

$$\gamma^i(t) = (t^tQ(t)S_\lambda^{-1}(t)Q(t))^{-1} t^tQ(t)\frac{dq^i}{dt}$$

and $\alpha^i(t) = S_\lambda^{-1} \left( \frac{dq^i}{dt} - Q(t)\gamma^i(t) \right)$ where $S_\lambda$ is as above and

$$Q(t) = \begin{pmatrix} q_1^1(t) & q_2^1(t) & 1 \\ \vdots & \vdots & \vdots \\ q_N^1(t) & q_N^2(t) & 1 \end{pmatrix}$$

The modification of the gradient equation in $q(t)$ is almost straightforward and we only give the result in discretized form, letting

$$Z_k(t) = D_k q_k - a(t) q_k(t) - b(t) - \sum_{l=1}^{N} \alpha_l(t)f(q_l(t), q_k(t))$$

so that the minimized energy is

$$E(\alpha, q) = \sum_{k,l=1}^{N} \sum_{t=0}^{T} \langle \alpha_k(t), \alpha_l(t) \rangle f(q_k(t), q_l(t)) + \lambda \sum_{k=1}^{N} \sum_{t=0}^{T-1} ||Z_k(t)||^2. \quad (10)$$
Fig. 1. Random point displacements: small deformations; upper-left: evenly spaced points and random displacements; upper-right: optimal trajectories; down-left: estimated diffeomorphism; down-right: interpolated displacement field by classical splines.

We have

\[
\frac{\partial E}{\partial q_k(t)} = 2 \sum_{l=1}^{N} \langle \alpha_k(t), \alpha_l(t) \rangle \nabla_1 f(q_k(t), q_l(t)) - 2\lambda T D_{t-1} Z_k - 2\lambda \sum_{l=1}^{N} \langle \alpha_k(t), Z_l(t) \rangle (\alpha_l(t) + Z_k(t)) \nabla_1 f(q_k(t), q_l(t)) - 2\lambda \tau a(t) Z_k(t).
\]

(11)

Note that we wrote everything for 2D matching, but that the formulas can obviously generalize to any number of dimensions.
Fig. 2. Random point displacements: average deformations; upper-left: evenly spaced points and random displacements; upper-right: optimal trajectories; down-left: estimated diffeomorphism; down-right: interpolated displacement field by classical splines

4.2 Experiments

In the proposed experiments, random displacements are attributed to points evenly distributed on a grid. Interpolated deformation and landmark trajectories are computed. This is compared to classical spline interpolation (which just corresponds to $T = 2$ in the previous algorithm). The Green kernel, $f$ is Gaussian: $f(x, y) = \exp\left(-|x - y|^2/2\sigma^2\right)$.

Three experiments are presented. The first one generates small displacements, the last one very large ones. Progressively, one sees the singularities generated by classical interpolating splines increase, foldings being created, while geodesic splines remain one-to-one, and of rather impressive smoothness. The estimated landmarks trajectories start to bend in the second experiments, and are clearly curved in the last one.
Fig. 3. Random point displacements: large deformations; upper-left: evenly spaced points and random displacements; upper-right: optimal trajectories; down-left: estimated diffeomorphism; down-right: interpolated displacement field by classical splines
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Abstract. By exploiting an analogy with averaging procedures in fluid
dynamics, we present a set of averaged template matching equations.
These equations are analogs of the exact template matching equations
that retain all the geometric properties associated with the diffeomor-
phism group, and which are expected to average out small scale features
and so should, as in hydrodynamics, be more computationally efficient
for resolving the larger scale features. From a geometric point of view,
the new equations may be viewed as coming from a change in norm that
is used to measure the distance between images. The results in this pa-
per represent first steps in a longer term program: what is here is only
for binary images and an algorithm for numerical computation is not
yet operational. Some suggestions for further steps to develop the results
given in this paper are suggested.

1 Introduction

1.1 Previous Work

Deformable template matching is a technique for comparing images with applica-
tions in computer vision, medical imaging and other fields. It has been reported
on extensively in the literature. See for example, Younes (19), Trouvé (17, 18),
Grenander and Miller (5) and the references therein.

Template matching is based on the notion of computing a deformation in-
duced distance between two images. The “energy” required to do a deformation
that takes one image to the other defines the distance between them. The deforma-
tions are often taken to be diffeomorphisms of the image rectangle, i.e. smooth
maps with smooth inverse. The energy can be defined using various metrics on
the space of diffeomorphisms. In addition to diffeomorphisms, which are merely
a change of coordinates of the underlying image rectangle, one can also allow
changes to the pixel values. Trouvé (17, 18) develops such a theory and gives
several numerical examples. He gives conditions on the metric that are suf-
cient to make the space of deformations a complete metric space. He works with
a subgroup of homeomorphisms as the space of deformations and allows pixel
value changes by using a semidirect product with a group that acts on the pixel
values. The paper by Dupuis, Grenander and Miller (3) also derives conditions
for existence of template matching solutions.

Recently a partial differential equation for template matching was derived
by Ratnanather, Baigent, Mumford and Miller (15), for both exact and inexact
matching. In exact matching the two images being compared have to be
diffomorphomic and in inexact matching they need not be. Their derivation was
done using Euler-Poincaré reduction theory and also using classical calculus of
variations. For an early version, which does not use the Euler-Poincaré theory,
see Mumford (14). For Euler-Poincaré reduction theory, see Marsden and Ratiu
(8, Chapters 1 and 13). This technique is useful for computing Euler-Lagrange
equations when the Lagrangian is invariant under the action of some Lie group.
For example, it is possible to do a variational derivation of the Euler equations
of rigid bodies and fluid mechanics using Euler-Poincaré reduction theory.

In their most general form as given in Mumford (14), the exact template
matching equations (TME) depend on the choice of a self-adjoint operator that
appears in the definition of the metric on the group of diffeomorphisms. When
this metric is $L^2$ we will refer to the equations as $L^2$-TME.

1.2 Contributions

In this paper we derive the isotropic averaged template matching equations,
($H^1_\alpha$-ATME), which we hope will be a version of the exact template matching
equations that average out small scale features, yet retain the larger scale fea-
tures. The $H^1_\alpha$ refers to a weighted Sobolev metric that we use instead of the $L^2$
metric on the group of diffeomorphisms.

Thus the $H^1_\alpha$-ATME are derived by making a special choice for the self-adjoint
operator that appears in the derivation of Ratnanather, Baigent, Mumford and
Miller (15). We expect that the averaged equations and even their anisotropic
counterparts may also be of interest in computer vision. These might allow tem-
plate matching while ignoring features smaller than a chosen size ($\alpha$ in equation
(13)). The $H^1_\alpha$-ATME derivation was inspired by recent work on Lagrangian av-
eraged equations in fluid mechanics as described in Marsden and Shkoller (10)
and references there in.

By analogy with fluid mechanics the $H^1_\alpha$-ATME may be much more amenable
to numerical solution than the $L^2$-TME. Finally, by allowing the ignorable fea-
ture size to vary it may be possible to perform template matching more robustly
using a multiscale approach.

1.3 Overview

We first set up the framework of template matching. For this paper, the main
task of template matching reduces to defining distance between binary images.
After describing the framework we give the definitions and facts that are needed
for our derivation. These preliminaries include a brief summary of Euler-Poincaré
reduction in Section 3.3. Before giving a derivation of $H^1_\alpha$-ATME we repeat the
derivation of the TME of Mumford (14) for the special case of the $L^2$ metric.
The main result in this paper is the derivation of the isotropic averaged tem-
plate matching equations for the exact matching case and this derivation is in
Section 6.
2 Our Framework

The basic element of template matching is the computation of a distance between two images and the computation of a deformation that takes one image to the other. For concreteness and simplicity we will limit our attention to binary images, i.e. an image will be a characteristic function on some bounded open subset $M$ of $\mathbb{R}^n$, $n \geq 1$. Thus our space of images is $\mathcal{P} = \{f \mid f : M \to \{0, 1\}\}$. We do the derivations for a general $n$ since those are just as easy as derivations for the case $n = 2$. For $n = 2$, $M$ will typically be a rectangle in the plane.

In order to define a metric on $\mathcal{P}$, given two images $f$ and $g$ one finds the “smallest” map $\varphi : M \to M$ such that $f = g \circ \varphi$. In Section 3.2 we show that this smallest map $\varphi$ induces a pseudometric on $\mathcal{P}$. This approach does not allow one to modify the range of the images, $\varphi$ is just a change of coordinates for $M$. A more general framework that allows one to modify the range of the images (i.e. modify the pixel values) by using semidirect products is described in Trouvé (17).

In order to define the “smallest” map $\varphi$ mentioned above, one must define a metric on the space to which $\varphi$ belongs. In addition one has a choice of what space to use as the source of the maps $\varphi$. These choices and an analysis of their implications require extensive and subtle analysis that uses many mathematical tools. A nice discussion and use of these subtleties is in Trouvé (17). In this paper, to keep things simple, we will ignore these subtleties. We will take the space to which the maps $\varphi$ belong to be the space of all diffeomorphisms of $M$ fixing its boundary pointwise and denote this space by $\text{Diff}(M)$.

3 Preliminaries

3.1 Facts about $\text{Diff}(M)$

We will require some basic facts about $\text{Diff}(M)$ and its tangent spaces which we state here, some without proof. We will ignore the difficulties associated with defining a differentiable structure on $\text{Diff}(M)$. For details on this, see Elbin and Marsden (4). See also Marsden and Ratiu (8) for an elementary discussion. The most important fact is that a vector in the tangent space of $\text{Diff}(M)$ is a vector field on $M$. This is stated more formally in Facts 1 and 2 below.

**Fact 1.** The tangent space of $\text{Diff}(M)$ at the point $\varphi \in \text{Diff}(M)$, is the space of all material (i.e Lagrangian) velocity vector fields $V_\varphi$ over $\varphi$ on $M$ that vanish on the boundary $\partial M$ of $M$. This tangent space is denoted by $T_\varphi(\text{Diff}(M))$.

**Fact 2.** The tangent space of $\text{Diff}(M)$ at identity $e \in \text{Diff}(M)$, i.e. $T_e(\text{Diff}(M))$ is the space $\mathfrak{X}(M)$ of all spatial (i.e Eulerian) velocity vector fields on $M$ that vanish on the boundary $\partial M$ of $M$.

We also need some facts about the tangent map (derivative) of the action of $\text{Diff}(M)$ acting on itself. Let $\text{Diff}(M)$ act on itself on the right by function
composition. Thus for $\varphi, \eta \in \text{Diff}(M)$ the right action of $\eta$ on $\varphi$ is $\varphi \cdot \eta = R_\eta(\varphi) = \varphi \circ \eta$, where $R_\eta$ denotes right multiplication of the argument by $\eta$. Now we compute the tangent lifted action, i.e. $TR_\eta$ which is the derivative of the right action described above. We show that

**Fact 3.** If $R_\eta$ is the right action defined above, then its derivative is

$$T_\varphi R_\eta(V_\varphi) = V_\varphi \circ \eta$$

for all $V_\varphi \in T_\varphi(\text{Diff}(M))$. This is called the right action by $\eta$ on $V_\varphi$.

We recall the proof of this standard fact for the reader’s convenience.

**Proof.** The proof essentially consists of checking definitions. Let $\varphi_t \subset \text{Diff}(M)$ be a smooth curve such that $\varphi_0 = \varphi$ and $d/dt|_{t=0}\varphi_t = V_\varphi$. Thus for every $X \in M$, $\partial / \partial t|_{t=0}\varphi_t(X) = V_\varphi(X)$. Then by definition of derivative $T_\varphi R_\eta(V_\varphi) = d/dt|_{t=0}(\varphi_t \circ \eta)$. Thus, $T_\varphi R_\eta(V_\varphi)(X) = d/dt|_{t=0}(\eta(X)) = V_\varphi(\eta(X))$. \qed

**Definition 1.** An inner product on $\text{Diff}(M)$ is said to be right invariant under action by $\text{Diff}(M)$ if $(V_\varphi, U_\varphi) = (T_\varphi R_\eta(V_\varphi), T_\varphi R_\eta(U_\varphi)) = (V_\varphi \circ \eta, U_\varphi \circ \eta)$ for all $\varphi, \eta \in \text{Diff}(M)$ and $V_\varphi, U_\varphi \in T_\varphi(\text{Diff}(M))$. Here $(\cdot, \cdot)$ denotes an inner product on $\text{Diff}(M)$.

### 3.2 Pseudometric Using Diffeomorphisms

We induce a pseudometric (Abraham, Marsden and Ratiu (1)) on the space of images $\mathcal{P}$ from a metric defined on $\text{Diff}(M)$ as follows.

**Definition 2.** The positive valued function $d_\mathcal{P} : \mathcal{P} \times \mathcal{P} \rightarrow \mathbb{R}$, is called a **pseudometric induced on $\mathcal{P}$ from $\text{Diff}(M)$**, if for any $f, g \in \mathcal{P}$

$$d_\mathcal{P}(f, g) = \inf\{d(e, \varphi) \mid \varphi \in \text{Diff}(M) \text{ and } f = g \circ \varphi\},$$

where $e$ is the identity diffeomorphism, $d(e, \varphi)$ is the geodesic distance between $e$ and $\varphi$ and $\inf$ stands for infimum, or greatest lower bound.

As usual, the geodesic distance on $\text{Diff}(M)$, is defined in terms of the inner product on the tangent spaces of $\text{Diff}(M)$, i.e. the Riemannian metric on $\text{Diff}(M)$. One must prove that $d_\mathcal{P}$ as defined above is actually a pseudometric, i.e. that it satisfies the symmetry and triangle inequality properties as well as the property that $d_\mathcal{P}(f, f) = 0$ for all $f \in \mathcal{P}$. This is stated in the following Fact 4. See Miller and Younes (11) for a sketch of a proof or Hirani, Marsden and Arvo (6), which is the technical report version of the present paper, for a more detailed proof.

**Fact 4.** If the Riemannian metric on $\text{Diff}(M)$ is right invariant under action by $\text{Diff}(M)$, then the function $d_\mathcal{P}$ of Definition 2 satisfies the pseudometric axioms, namely that

1. $d_\mathcal{P}(f, f) = 0$ for all $f \in \mathcal{P}$;
2. \( d_P(f, g) = d_P(g, f) \) for all \( f, g \in \mathcal{P} \) (symmetry); and
3. \( d_P(f, h) \leq d_P(f, g) + d_P(g, h) \) for all \( f, g, h \in \mathcal{P} \) (triangle inequality).

Furthermore, if the infimum in Definition 2 is achieved, then \( d_P \) is a metric on \( \mathcal{P} \), in which case property 1 becomes

1. \( d_P(f, g) = 0 \iff f = g \) (definiteness).

One can also show the same result when right invariance is replaced by left invariance or bi-invariance.

Thus to compute \( d_P(f, g) \) we need to find the smallest diffeomorphism \( \varphi \) in Diff\((M)\) such that \( f = g \circ \varphi \). The definition of smallest depends on the chosen metric on Diff\((M)\). The typical strategy for this is to find a geodesic on Diff\((M)\), from the identity map to the unknown diffeomorphism \( \varphi \). The unknown diffeomorphism satisfies the constraint \( f = g \circ \varphi \). Any such \( \varphi \) will be the smallest, since it will be the diffeomorphism closest to identity, which also satisfies \( f = g \circ \varphi \).

There may or may not be many such smallest diffeomorphisms, but it is sufficient to find one, in order to solve the template matching problem. The lack of uniqueness, if present, may have practical implications for numerical solvers, which is an issue we have not yet addressed. Moreover, there may not exist any such \( \varphi \); for example this is the case when the image corresponding to \( f \) is not homomorphic to that corresponding to \( g \). The existence issue also requires further investigation. Trouvé (17, 18) gives conditions that a metric must satisfy for existence and uniqueness of minimizers in inexact matching.

### 3.3 Euler-Poincaré Reduction

We now recall some facts about Euler-Poincaré reduction theorem that we will need. For details, see Chapter 13 of Marsden and Ratiu (8). Euler-Poincaré reduction is useful in mechanics. For example, it is possible to do a variational derivation of the Euler equations of rigid bodies and fluid mechanics using Euler-Poincaré reduction theory. Consider a Lagrangian \( L \) i.e. a map \( L : T\text{(Diff}(M)) \to \mathbb{R} \), so \( L \) is a function of \( \varphi \in \text{Diff}(M) \) and \( \varphi \in T_{\varphi}(\text{Diff}(M)) \). If this Lagrangian is invariant under right action by Diff\((M)\) then we can use the Euler-Poincaré reduction theorem (Marsden and Ratiu (8) Theorem 13.5.3). According to this theorem, the following two statements are equivalent:

1. The variational principle \( \delta \int_a^b L(\varphi(X,t), \dot{\varphi}(X,t)) \, dt = 0 \) holds for variations of curves \( \varphi(X,t) \) with fixed end points, i.e. for \( \delta \varphi(X,a) = \delta \varphi(X,b) = 0 \ \forall X \in M \);
2. The variational principle \( \delta \int_a^b L(\mathbf{u}(x,t)) \, dt = 0 \) holds on \( \mathcal{X}(M) \), i.e. on the tangent space at the identity of Diff\((M)\), using variations of the form \( \delta \mathbf{u} = \dot{\mathbf{u}} + [\mathbf{w}, \mathbf{u}]_L \). This is called the reduced variational principle.

Here \( \dot{\varphi}(X,t) = \partial / \partial t \varphi(X,t) \) (keeping \( X \) fixed). The vector \( \mathbf{u} \) is the tangent vector \( \dot{\varphi} \) moved to identity \( e \in \text{Diff}(M) \) by right action by \( \varphi_t^{-1} \), i.e. \( \mathbf{u} = \dot{\varphi} \circ
\(\varphi_t^{-1}\). Subscript \(t\) here denotes fixed time \(t\) not derivative w.r.t \(t\). More precisely, if \(x = \varphi(X, t) = \varphi_t(X)\) then \(u(x, t) = \varphi(\varphi_t^{-1}(x), t)\). By this we mean that first the time derivative of \(\varphi(X, t)\) is computed keeping \(X\) fixed and then one substitutes \(X = X(x, t) = \varphi_t^{-1}(x)\) into the resulting expression. The function \(l : T_{e} (\text{Diff}(M)) \to \mathbb{R}\) is simply the restriction of \(L\) to the tangent space at identity \(e\).

The vector \(w\) is the vector \(\delta \varphi\) moved to identity in \(\text{Diff}(M)\). Thus \(w = \delta \varphi_t \circ \varphi_t^{-1}\). The notation \([w, u]_L \equiv (u \cdot \nabla)w - (w \cdot \nabla)u\) is the Jacobi Lie bracket. Note that \(w(x, a) = w(x, b) = 0\ \forall x \in M\) since \(\delta \varphi(X, a) = \delta \varphi(X, b) = 0\ \forall X \in M\).

3.4 Gauss-Green Theorem and Its Corollary

We will need some basic facts from vector calculus, for the derivation of the \(L^2-\text{TME}\) and \(H^1_{\alpha}-\text{ATME}\). We state these facts here.

**Fact 5. (Gauss-Green Theorem)** Let \(M\) be an open bounded subset of \(\mathbb{R}^n\) and suppose that the boundary \(\partial M\) is \(C^1\). Suppose \(u \in C^1(\bar{M})\). Then

\[
\int_M \frac{\partial u}{\partial x_i} \, dx = \int_{\partial M} u^i \, dS
\]

for all \(i = 1, \ldots, n\) and where \(\hat{v} = (v^1, \ldots, v^n)\) is the outward pointing unit normal field on \(\partial M\).

A simple corollary of the Gauss-Green theorem is the following fact which we will use several times.

**Fact 6.** Let \(M\) be an open bounded subset of \(\mathbb{R}^n\) and suppose that \(\partial M\) is \(C^1\). Let \(u, v, w\) be vector fields on \(\bar{M}\). Then

\[
\int_M \text{div} v(u, w) + \langle u, (v \cdot \nabla)w \rangle + \langle (v \cdot \nabla)u, w \rangle \, dx = \int_{\partial M} \langle u, w \rangle \langle v, \hat{v} \rangle \, dS
\]

where \(\hat{v} = (v^1, \ldots, v^n)\) is the outward pointing unit normal field of \(\partial M\).

**Proof.** We will use the Gauss-Green theorem (Fact 5) stated above. By this theorem we have that for all \(i, j \in \{1, \ldots, n\}\),

\[
\int_M \frac{\partial}{\partial x_j}(u^i w^j v^j) \, dx = \int_{\partial M} u^i w^j v^j \hat{v}^j \, dS
\]

Thus

\[
\sum_{i,j=1}^{n} \int_M u^i w^j \frac{\partial v^j}{\partial x_j} + u^i v^j \frac{\partial w^i}{\partial x_j} + w^i v^j \frac{\partial u^i}{\partial x_j} \, dx = \sum_{i,j=1}^{n} \int_{\partial M} u^i w^j v^j \hat{v}^j \, dS,
\]

which proves equation (1). \(\square\)

4 Metrics on \(\text{Diff}(M)\)

We need to define two different Riemannian metrics on \(\text{Diff}(M)\), i.e. inner products on its tangent spaces. One is for the \(L^2\)-TME derivation and the other one is for the \(H^1_{\alpha}\)-ATME derivation.
Definition 3. Let $V_\varphi, U_\varphi \in T_\varphi(Diff(M))$, i.e. $V_\varphi, U_\varphi$ are tangent vectors, tangent to $Diff(M)$ at the point $\varphi \in Diff(M)$. Let $J(\varphi)(X)$ be the determinant of the derivative of (i.e. the Jacobian determinant of) $\varphi$ evaluated at point $X \in M$. The $L^2$ Riemannian metric on $Diff(M)$ we will use for the $L^2$-TME derivation is defined as

$$ (V_\varphi, U_\varphi)_{L^2} \equiv \int_M \langle V_\varphi(X), U_\varphi(X) \rangle J(\varphi)(X) \, dX .$$

Here $\langle \cdot , \cdot \rangle$ is the standard inner product on $\mathbb{R}^n$.

The $H^1_\alpha$ metric on $Diff(M)$ is defined by first defining it on the tangent space at identity and then extending it to all of $Diff(M)$ right invariantly.

Definition 4. Let $v, u$ be vectors in the tangent space at identity $e \in Diff(M)$ i.e. $v, u \in T_e(Diff(M))$. For any $\alpha > 0$, $\alpha \in \mathbb{R}$, define

$$ (v, u)_{H^1_\alpha} \equiv \int_M \langle v(x), u(x) \rangle + \alpha^2 \sum_{i=1}^n \langle D_i v(x), D_i u(x) \rangle \, dx .$$

where $D_i v = \partial / \partial x_i (v(x))$. The inner products inside the integral are the standard inner products (dot products) on $\mathbb{R}^n$.

To compute the inner product at a point $\varphi \in Diff(M)$ different from identity, define $(V_\varphi, U_\varphi)_{H^1_\alpha} = (V_\varphi \circ \varphi^{-1}, U_\varphi \circ \varphi^{-1})_{H^1_\alpha}$. Note that $V_\varphi \circ \varphi^{-1}, U_\varphi \circ \varphi^{-1} \in T_e(Diff(M))$ because right action by $\varphi^{-1}$ moves the vectors at $\varphi$ to identity on $Diff(M)$. Thus we can use (3) to compute the inner product. Note that we defined the $L^2$ inner product at a general point of $Diff(M)$ but defined the $H^1_\alpha$ inner product at identity and showed how it can be computed at a general point. This is done for simplicity. The expression for the $L^2$ inner product at a general point is simple but not so for the $H^1_\alpha$ inner product. We will write the corresponding norms as follows. The $L^2$ norm of $U_\varphi \in T_\varphi(Diff(M))$ is written as $\| U_\varphi \|_{L^2} \equiv (U_\varphi, U_\varphi)_{L^2}^{1/2}$ and similarly for the $H^1_\alpha$ norm.

The geodesic distance between $\varphi_a$ and $\varphi_b$ on $Diff(M)$ is defined as

$$ d(\varphi_a, \varphi_b) \equiv \inf \left\{ \int_a^b \langle \dot{\varphi}(t), \dot{\varphi}(t) \rangle^{1/2} \, dt \mid \varphi(a) = \varphi_a, \varphi(b) = \varphi_b \right\}$$

and the infimum is taken over all smooth parametric curves $\varphi : [a, b] \rightarrow Diff(M)$ from $\varphi_a$ to $\varphi_b$. Here $\langle \cdot , \cdot \rangle$ is any Riemannian metric on $Diff(M)$. Thus $d(\varphi_a, \varphi_b) = \int_a^b \langle \dot{\varphi}(t), \dot{\varphi}(t) \rangle^{1/2} \, dt$, where $\varphi$ is the curve between the endpoints that makes $\int_a^b \langle \dot{\varphi}(t), \dot{\varphi}(t) \rangle^{1/2} \, dt$ stationary.

The same curve makes the functional $\int_a^b \langle \dot{\varphi}(t), \dot{\varphi}(t) \rangle \, dt$ stationary. This fact is sometimes stated as “minimizing length is the same as minimizing kinetic energy”. One way to prove this fact is by computing the Euler-Lagrange equations for both the integrals and noting that the equations are the same.
4.1 Right Invariance of $L^2$ Metric

We now prove the right invariance property of the $L^2$ metric in Definition 3. This property is crucial for application of the Euler-Poincaré reduction theorem.

Claim 1. The metric defined by (2) is right invariant under action of the group $\text{Diff}(M)$ acting on $\text{Diff}(M)$, i.e. for any $\eta \in \text{Diff}(M)$

$$(T_\varphi R_\eta(V_\varphi), T_\varphi R_\eta(U_\varphi))_{L^2} = (V_\varphi, U_\varphi)_{L^2}.$$ 

Proof. By the computation of the tangent lifted group action in Fact 3, this is equivalent to showing that $(V_\varphi \circ \eta, U_\varphi \circ \eta)_{L^2} = (V_\varphi, U_\varphi)_{L^2}$. The left hand side above is equal to $\int_M \langle V_\varphi(\eta(X)), U_\varphi(\eta(X)) \rangle J(\varphi \circ \eta)(X) dX$. Note that the argument $\varphi \circ \eta$ of $J$ is the base point of $T_\varphi R_\eta(V_\varphi)$ and $T_\varphi R_\eta(U_\varphi)$ as required by the definition of the metric. Using chain rule for $J(\varphi \circ \eta)(X)$ the above integral becomes $\int_M \langle V_\varphi(\eta(X)), U_\varphi(\eta(X)) \rangle J(\varphi)(\eta(X)) J(\eta)(X) dX$. Now use the change of variable $Y = \eta(X)$. By the change of variables theorem then $dY = J(\eta)(X)dX$ and the above integral becomes $\int_{\eta(M)} \langle V_\varphi(Y), U_\varphi(Y) \rangle J(\varphi)(Y) dY$. Since $\eta(M) = M$ the above is equal to $(V_\varphi, U_\varphi)_{L^2}$ as desired. □

We now give the intuition behind the form of the $L^2$ inner product. Specifically, we address the question of why the Jacobian determinant term appears in the $L^2$ inner product definition (Definition 2). It appears so that the inner product can be made right invariant. Right invariance of the metric on $\text{Diff}(M)$ implies that the induced function $d\mathcal{P}$ is a pseudometric (Fact 4). Thus right invariance (or left- or bi-invariance for that matter) is a convenient assumption. Moreover, the distance between two images should not change if they are both distorted by the same change of variables. This also makes the requirement of invariance attractive.

4.2 Right Invariance of $H^1_\alpha$ Metric

Since the $H^1_\alpha$ metric was defined at identity and extended in a right invariant fashion, the check for right invariance is easy. For completeness we give it below.

Claim 2. The $H^1_\alpha$ metric defined by (3) is right invariant under action of the group $\text{Diff}(M)$ acting on $\text{Diff}(M)$, i.e. for any $\eta \in \text{Diff}(M)$

$$(T_\varphi R_\eta(V_\varphi), T_\varphi R_\eta(U_\varphi))_{H^1_\alpha} = (V_\varphi, U_\varphi)_{H^1_\alpha}.$$ 

Proof. By Fact 3, it is enough to show that $(V_\varphi \circ \eta, U_\varphi \circ \eta)_{H^1_\alpha} = (V_\varphi, U_\varphi)_{H^1_\alpha}$ for all $\eta \in \text{Diff}(M)$. But by definition of $H^1_\alpha$,

$$(V_\varphi \circ \eta, U_\varphi \circ \eta)_{H^1_\alpha} = (V_\varphi \circ \eta \circ (\varphi \circ \eta)^{-1}, U_\varphi \circ \eta \circ (\varphi \circ \eta)^{-1})_{H^1_\alpha}$$

$$= (V_\varphi, U_\varphi)_{H^1_\alpha}.$$ □
5 Template Matching Equations

Both the exact and inexact TME, using Euler-Poincaré reduction theory, and also using classical calculus of variations, were derived recently, and communicated to us by Ratnapatther, Baigent, Mumford and Miller (15). An early version without the use of Euler-Poincaré theory appears in Mumford (14). We should note that although Trouvé (17) does not mention Euler-Poincaré reduction, and does not give a PDE for template matching explicitly, he was certainly aware of, and used the idea of moving back and forth between the tangent space at identity and a general point of Diff$(M)$. For completeness, we now give the Euler-Poincaré derivation of the $L^2$-TME in our notation. We do the derivation of the exact equations, i.e. it is assumed that the two images being compared are diffeomorphic.

5.1 Derivation of Exact $L^2$-TME

We have seen in Claim 1 that the $L^2$ metric of Definition 3 is right invariant. Thus if we define a Lagrangian $L : T(Diff(M)) \to \mathbb{R}$ as

$$L(\varphi(t), \dot{\varphi}(t)) = \frac{1}{2}(\dot{\varphi}(t), \dot{\varphi}(t))_{L^2}$$

then it will also be right invariant under that action of Diff$(M)$.

Let $\varphi : [0,1] \to Diff(M)$ be a smooth parameterized curve in Diff$(M)$ between the points $e = \varphi(0)$ (identity map) and $\varphi(1) \in Diff(M)$. The point $\varphi(1)$ is such that $f = g \circ (\varphi(1))$ for the given images $f$ and $g$. Take a smooth family of curves $\varphi_\varepsilon$ with the same end points $\varphi(0)$ and $\varphi(1)$ and such that $\varphi_0 = \varphi$. Define the variations of the curve $\varphi$ to be the vector field $\delta \varphi = d/d\varepsilon|_{\varepsilon=0} \varphi_\varepsilon$ along $\varphi$.

Consider the variational principle $\delta \int_0^1 L(\varphi(t), \dot{\varphi}(t)) \, dt = 0$, with the above variations. By the discussion in Section 3.2 the solution of the variational principle above is a geodesic on Diff$(M)$ under the $L^2$ metric from the identity map $e \in Diff(M)$ to the diffeomorphism $\varphi(1)$ which satisfies the condition of matching, i.e. $f = g \circ (\varphi(1))$. Due to the right invariance of the Lagrangian we can use the Euler-Poincaré reduction theorem (see Theorem 13.5.3, Page 437 of Marsden and Ratiu (8) and Section 3.3 of this paper). By applying this theorem, we will get a variational principle on $\mathcal{X}(M)$ (called the reduced variational principle) and hence a differential equation in terms of Eulerian velocity vector fields on $M$. These are the exact $L^2$-TME derived by Ratnapathther, Baigent, Mumford and Miller (15).

The reduced variational principle uses the reduced Lagrangian $l$ which is a function on the tangent space at identity of Diff$(M)$, namely on $\mathcal{X}(M)$, the space of all spatial or Eulerian velocity vector fields on $M$. As noted in Section 3.3 the function $l$ is just the restriction of $L$ to $T_e(Diff(M))$. Furthermore, $L$ as defined in equation (4) is right invariant under right action of Diff$(M)$. As a result $L(\varphi, \dot{\varphi}) = L(e, \varphi \circ \varphi^{-1}) = l(u)$ where $u = \varphi \circ \varphi^{-1}$. Thus by Definition 3

$$l(u) = \frac{1}{2} \int_M \| \dot{\varphi}(X,t) \|^2 J(\varphi_t)(X) \, dX$$,
where the overdot is time derivative keeping $X$ fixed and the norm $\| \cdot \|$ is the standard norm in $\mathbb{R}^n$. Let $X = \varphi_t^{-1}(x)$. Then $dX = J(\varphi_t^{-1})(x) \, dx$. Thus,

$$l(u) = \frac{1}{2} \int_M \|\dot{\varphi}(\varphi_t^{-1}(x), t)\|^2 J(\varphi_t^{-1})(\varphi_t^{-1}(x)) J(\varphi_t^{-1})(x) \, dx$$

$$= \frac{1}{2} \int_M \|u(x, t)\|^2 \, dx = \frac{1}{2} \|u\|^2_{L^2} .$$

Let us call the functional for the reduced variational principle $E$, where

$$E(u) = \int_0^1 l(u(t)) \, dt = \frac{1}{2} \int_0^1 \|u(x, t)\|^2_{L^2} \, dt .$$

Then $\delta E = \int_0^1 \int_M \langle u(x, t), \delta u(x, t) \rangle \, dx \, dt$, where the inner product inside the integral is the usual dot product in $\mathbb{R}^n$. Inserting the definition of $\delta u$ from Section (3.3) in this integral and setting the resulting expression to 0 we get

$$\int_0^1 \int_M \langle u(x, t), \dot{w}(x, t) + [w, u]_L(x, t) \rangle \, dx \, dt = 0 .$$

Now substitute the definition of $[w, u]_L$ from Section 3.3, or page 20 of Marsden and Ratiu 8. With this the above equation becomes

$$\int_0^1 \int_M \langle u, \dot{w} \rangle - \langle u, (w \cdot \nabla)u \rangle + \langle u, (u \cdot \nabla)w \rangle \, dx \, dt = 0 . \quad (5)$$

Using integration by parts on the time variable for the first term, and the fact that $w(x, 0) = w(x, 1) = 0 \ \forall x \in M$ (see Section 3.3) implies that

$$\int_0^1 \int_M \langle u(x, t), \dot{w}(x, t) \rangle \, dx \, dt = - \int_0^1 \int_M \langle \dot{u}(x, t), w(x, t) \rangle \, dx \, dt \ . \quad (6)$$

For the second and third term of equation (5) also, the goal is to rewrite those in the form $\langle \cdot, w \rangle$. To bring the second term into the required form, note that $(w \cdot \nabla)u = D u \cdot w$ where $D$ denotes the spatial derivative. Thus

$$\langle u, (w \cdot \nabla)u \rangle = \langle u, D u \cdot w \rangle = \langle (D u)^T \cdot u, w \rangle . \quad (7)$$

For the third term, we use Fact 6. From Fact 2 $u_{\delta M} = 0$ and so the RHS of equation (1) is 0. Thus

$$\int_M \langle u, (u \cdot \nabla)w \rangle \, dx = - \int_M \text{div } u(w, u) + \langle (u \cdot \nabla)u, w \rangle \, dx \ . \quad (8)$$

Using equations (6), (7) and (8) in equation (5) one gets that

$$\int_0^1 \int_M -\langle \dot{u}, w \rangle - \langle (D u)^T \cdot u, w \rangle - \langle (\text{div } u)u, w \rangle - \langle (u \cdot \nabla)u, w \rangle \, dx \, dt = 0 .$$
Then since $w$ is arbitrary it follows that
\[
\frac{\partial u}{\partial t} + (Du)^T \cdot u + (\text{div } u)u + (u \cdot \nabla)u = 0 .
\] (9)

The above equation (9) is the template matching equation, for exact matching, i.e. the $L^2$-TME, as communicated to us by Ratnanather, Baigent, Mumford, Miller (15). We have just repeated the derivation in our notation for completeness. Note that for all $(x, t) \in M \times [0, 1]$, $(Du(x, t))^T \cdot u(x, t) = \frac{1}{2} \nabla(||u(x, t)||^2)$ where now, the norm on the RHS is the standard norm in $\mathbb{R}^n$. With this, the $L^2$-TME, equation (9) can be written in an alternative form as
\[
\frac{\partial u}{\partial t} + (\text{div } u)u + (u \cdot \nabla)u = -\frac{1}{2} \nabla(||u||^2)
\] (10)

where $u = u(x, t)$ is the unknown time dependent spatial (Eulerian) velocity vector field on $M$ that vanishes on the boundary $\partial M$ of $M$.

These equations can be written more concisely, in the Lie derivative form as $\frac{\partial \beta}{\partial t} + L_u \beta = 0$ where $\beta$ is the one form density associated with $u$ and where $L$ is the Lie derivative. In $\mathbb{R}^n$, $\beta = \sum_{i=1}^{n} u^i dx^i \otimes dx^n$. These are the Euler-Poincaré equations associated with the right invariant $L^2$ metric of Definition 3 on the diffeomorphism group. The advantage of this form is that it can accommodate other metrics, simply by changing $\beta$. This will become clear when we derive the $H^1_\alpha$-ATME in Section 6.1.

6 Averaged Template Matching Equations

We now derive $H^1_\alpha$-ATME, which are a set of averaged template matching equations. These equations are analogs of the exact template matching equations that retain all the geometric properties associated with the diffeomorphism group and which are expected to average out small scale features and so should, as in hydrodynamics, be more computationally efficient for resolving the larger scale features. From a geometric point of view, the new equations may be viewed as coming from a change in norm that is used to measure the distance between images.

6.1 Derivation of $H^1_\alpha$-ATME

The steps in deriving the $H^1_\alpha$-ATME are almost identical to those used for $L^2$-TME, except that we use the $H^1_\alpha$ metric (Definition 4) on $\text{Diff}(M)$, instead of the $L^2$ metric. Thus we start with a Lagrangian $L : T(\text{Diff}(M)) \to \mathbb{R}$ defined as
\[
L(\varphi(t), \dot{\varphi}(t)) = \frac{1}{2} (\dot{\varphi}(t), \dot{\varphi}(t))_{H^1_\alpha} .
\] (11)

The initial and final value conditions are the same as in the $L^2$-TME case, i.e. $f = g \circ (\varphi(1))$. By Claim 2 this Lagrangian is invariant under the right action of
Diff(M). Thus, as in Section 5.1, Euler-Poincaré reduction can be applied but with a different norm. The reduced Lagrangian is \( l(u) = \frac{1}{2} \|u\|_{H^1}^2 \). By Definition 4 of the \( H^1_\alpha \) norm, this implies that
\[
E(u) = \int_0^1 l(u)\,dt = \frac{1}{2} \int_M \langle u, u \rangle + \alpha^2 \sum_{i=1}^n \langle D_i u, D_i u \rangle \,dx \,dt.
\]

Let \( u_\epsilon \) be a one parameter family of spatial vector fields on \( M \), depending smoothly on \( \epsilon \) such that \( u_0 = u \) and as usual \( \delta u \equiv \partial u_\epsilon / \partial \epsilon \big|_{\epsilon=0} \). The variations \( \delta E(u) \) are given by
\[
\delta E(u) = \int_0^1 \langle \frac{\delta l}{\delta u}, \delta u \rangle \,dt. \tag{12}
\]

We now compute the above expression. The integrand is
\[
\langle \frac{\delta l}{\delta u}, \delta u \rangle = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} l(u_\epsilon) = \int_M \langle u_\epsilon, \partial u_\epsilon / \partial \epsilon \rangle + \alpha^2 \sum_{i=1}^n \frac{\partial u_\epsilon}{\partial x_i}, \frac{\partial^2 u_\epsilon}{\partial \epsilon \partial x_i} \bigg|_{\epsilon=0} \,dx.
\]

But
\[
\sum_{i=1}^n \langle \frac{\partial u_\epsilon}{\partial x_i}, \frac{\partial^2 u_\epsilon}{\partial \epsilon \partial x_i} \rangle = \sum_{i=1}^n \sum_{j=1}^n \frac{\partial u_\epsilon}{\partial x_i} \frac{\partial^2 u_\epsilon}{\partial x_i \partial x_j} = \sum_{j=1}^n \frac{\partial u_\epsilon}{\partial x_j} \frac{\partial^2 u_\epsilon}{\partial x_j \partial \epsilon}.
\]

Now
\[
\int_M \sum_{i=1}^n \langle \frac{\partial u_\epsilon}{\partial x}, \frac{\partial^2 u_\epsilon}{\partial x \partial \epsilon} \rangle \bigg|_{\epsilon=0} \,dx = \int_M \sum_{i=1}^n \langle \frac{\partial u_i}{\partial x}, \frac{\partial (\delta u_i)}{\partial x} \rangle \,dx.
\]

Then using integration by parts,
\[
\int_M \langle \frac{\partial u_i}{\partial x}, \frac{\partial (\delta u_i)}{\partial x} \rangle \,dx = \int_M \sum_{j=1}^n \frac{\partial u_i}{\partial x_j} \frac{\partial (\delta u_i)}{\partial x_j} \,dx
\]
\[
= - \int_M \sum_{j=1}^n \frac{\partial^2 u_i}{\partial x_j^2} \delta u_i \,dx + \int_{\partial M} \sum_{j=1}^n \frac{\partial u_i}{\partial x_j} \delta u_i \nu^j \,dS
\]

where \( \nu = (\nu^1, \ldots, \nu^n) \) is the outward pointing normal field on the boundary \( \partial M \) of \( M \). But by Fact 2, \( u|_{\partial M} = 0 \) so we get that
\[
\int_M \langle \frac{\partial u_i}{\partial x}, \frac{\partial (\delta u_i)}{\partial x} \rangle \,dx = - \int_M \sum_{j=1}^n \frac{\partial^2 u_i}{\partial x_j^2} \delta u_i \,dx = - \int_M (\Delta u_i) \delta u_i \,dx.
\]
Thus
\[ \langle \frac{\delta l}{\delta u}, \delta u \rangle = \int_M \langle u, \delta u \rangle - \alpha^2 \sum_{i=1}^{n} (\Delta u^i) \delta u^i \, dx . \]

Substituting this into equation (12) we get that
\[
\delta \mathcal{E}(u) = \int_0^1 \int_M \langle u, \delta u \rangle - \alpha^2 \sum_{i=1}^{n} (\Delta u^i) \delta u^i \, dx \, dt
= \int_0^1 \int_M \langle u - \alpha^2 \Delta u, \delta u \rangle \, dx \, dt .
\]

Now substituting the expression for \( \delta u \) from Section 3.3 we get
\[
\delta \mathcal{E}(u) = \int_0^1 \int_M \langle u - \alpha^2 \Delta u, \dot{w} - (w \cdot \nabla)u + (u \cdot \nabla)w \rangle \, dx \, dt .
\]

We move the derivative operators away from \( w \), as in the L^2-TME derivation in Section 5.1, to get an integrand of the form \( \langle \cdot, w \rangle \). Because of the arbitrariness of \( w \), we get the isotropic averaged H^1_\alpha template matching equations, i.e. the H^1_\alpha-ATME as
\[
\frac{\partial}{\partial t} u - \alpha^2 \frac{\partial}{\partial t} \Delta u + u(\text{div} \ u) - \alpha^2(\text{div} \ u) \Delta u + (u \cdot \nabla)u - 
\alpha^2(u \cdot \nabla) \Delta u + (D \, u)^T \cdot u - \alpha^2(D \, u)^T \cdot \Delta u = 0 ,
\]
where \( \Delta \) is the componentwise Laplacian and \( D \, u \) is the spatial derivative of \( u \). Here \( u = u(x, t) \) is the unknown time dependent spatial (Eulerian) velocity vector field on \( M \) which vanishes on the boundary \( \partial M \) of \( M \). To make it easier to see the relationship between the structure of the H^1_\alpha-ATME and L^2-TME we define \( v = (1 - \alpha^2 \Delta)u \). Then the H^1_\alpha-ATME equation (13) becomes
\[
\frac{\partial v}{\partial t} + (D \, u)^T \cdot v + (\text{div} \, u) v + (u \cdot \nabla) v = 0 .
\]

The Lie derivative form of these equations is \( \partial \beta / \partial t + L_{u} \beta = 0 \) where now \( \beta \) is the one form density associated with \( v = (1 - \alpha^2 \Delta)u \).

7 Connections with Fluid Mechanics

We now give the analogy and connections with fluid mechanics which have inspired our present work. We start with the connection between TME and fluid mechanics. The L^2-TME in \( n \) spatial dimensions, namely equation (9) or equivalently (10), is a higher dimensional analogue of the inviscid Burger’s equation. By this we mean that in one spatial dimension the L^2-TME reduce to the equation \( u_t + 3uu_x = 0 \) where the subscripts indicate derivatives and \( u = u(x, t) \) is
the velocity of the fluid at location \( x \) at time \( t \). This fact is mentioned in Mumford (13). Burger’s equation, at least in the initial value formulation, can develop shocks. The framework for L^2-TME sets this equation in higher dimensions, and as an initial-final value problem. It is possible that shocks may develop in this formulation also. The well-posedness and possibility of shocks in L^2-TME remain to be checked. However, as in the case of Burger’s equation and incompressible fluid mechanics, they are well-posed for short time evolution; see Marsden, Ratiu and Shkoller (9) and Marsden and Shkoller (10) and references therein.

Our \( H^1_\alpha \)-ATME, on the other hand, contain diffusive terms which may ameliorate some of the analytical problems of L^2-TME, and may be a reason to expect more stable numerics. In one spatial dimension our \( H^1_\alpha \)-ATME, equations (13) reduce to the shallow water equations \( u_t - u_{xxt} = -3uu_x + 2u_x u_{xx} + uu_{xxx} \) or equivalently \( v_t + vv_x + 2vu_x = 0 \) where \( v = u - u_{xx} \) (here \( \alpha \) of \( H^1_\alpha \)-ATME has been set to unity). These equations are completely integrable and have peaked solitons, as was shown by Camassa and Holm (2). The shallow water equations, like Burger’s equation, also have a smooth spray, as was shown by Shkoller (16) and hence one has local existence and uniqueness of geodesics. The L^2-TME are equations of geodesics on Diff(\( M \)) under the right invariant L^2 metric whereas the \( H^1_\alpha \)-ATME are equations of geodesics under a right invariant \( H^1_\alpha \) metric.

Recently, averaged Euler and Navier-Stokes equations for fluid mechanics have been developed. See for example Holm, Marsden and Ratiu (7) and Marsden, Ratiu and Shkoller (9). Besides having nice analytical properties, preliminary numerical experiments (see Mohseni et al (12) and references therein) of these averaged Euler and Navier-Stokes equations show the possible advantages of an averaging approach in the context of numerical solution of nonlinear equations of fluid mechanics.

There is however a very important difference between the template matching framework and the usual fluid mechanics framework. In template matching the equations have to be solved as an initial-final value problem. Thus one is given image \( f \) and it has to be deformed to image \( g \) moving the pixels in such a way that the motion of the image during the deformation satisfies the template matching equations. In fluid mechanics one is typically interested in giving some initial velocity and studying how the particles move.

8 Discussion and Future Work

We have named the \( H^1_\alpha \) equations *averaged* equations. This is with the expectation that they will have averaging properties like the averaged equations of hydrodynamics described in Marsden and Shkoller (10). But we have not yet done an averaging derivation in the template matching context to see if the solution does indeed allow one to compare images while ignoring features smaller than \( \alpha \). This is the most important task that remains to be done. Furthermore, a condition like \( f = g \circ (\varphi(1)) \) will have to be modified in the averaging case possibly by preprocessing \( f \) and \( g \).
It is our expectation that there will be considerable improvement in the numerical performance of the $H^1_\alpha$-ATME. This expectation is based on the analogous situation in fluid dynamics in which averaging improves numerical simulation as demonstrated in Mohseni et. al (12) and references therein. We also plan to investigate generalizations of the procedures here using inexact matching and semidirect product theory (used for inhomogeneous fluid problems, for example), to generalize beyond binary images. We also want to explore the role of the rotation group and reduction constructions. This is based on the fact that the notion of \textit{shape space} is a technique common to both mechanics and computer vision.

Due to an initial-final value formulation, it appears that an optimization approach is one way to solve template matching type equations, as is done in Trouvé (17, 18). Thus when it comes to computations, the PDEs of template matching (9) or (13) may, or may not be used directly for some applications. In the optimization approach, one goes back to the Lagrangian (material) formulation on the group and finds geodesics directly, by a gradient descent type algorithm for example.

One benefit of the PDE formulation is theoretical, now one knows what equation is being solved. But more importantly, we emphasize that the very reason that we were able to arrive at an averaged version of $L^2$-TME was because we knew how averaging worked in hydrodynamics by changing the metric on the group $\text{Diff}(M)$, and we knew how to go back and forth between an arbitrary point on the group and identity using Euler-Poincaré theory. Finally, there may be other problems within computer vision or outside it, in which the PDEs are used directly in the computations.

As for the existence of minimizer of the energy functional, Trouvé (17, 18) uses a different definition of distance on $\text{Diff}(M)$. He gives a sufficient condition on the metric on $\text{Diff}(M)$ for the variational problem of template matching to have a minimizer. Roughly speaking, this condition (which is part of what he calls the admissibility criteria) is that the metric must be as strong as the $C^1$ metric. By Sobolev embedding theorem this implies that an $H^s$ metric will satisfy this condition \textit{iff} $s > n/2 + 1$. Thus for $n = 2$ or 3, an $H^1$ or $H^2$ metric, including the $H^1$ metric will not satisfy this condition. However, note that Trouvé’s admissibility criteria is a sufficient condition. In practice in template matching sometimes the metric $\int_M \langle u, u \rangle + (\Delta u)^2 dx$ is used as mentioned in Grenander and Miller (5). This metric also does not satisfy the admissibility criteria. This suggests that more work on the theory of existence of minimizer for template matching functionals is needed.

Finally we note that we have only shown that $d_{\mathcal{P}}$ is a pseudometric. If the infimum in Definition 2 in not achieved $d_{\mathcal{P}}$ is only a pseudometric and there can exist $f$ and $g$, $f \neq g$, but $d_{\mathcal{P}}(f, g) = 0$. What do specific examples (if any) of such $f, g$ pairs look like? Even more interestingly one can ask if for some metrics on $\text{Diff}(M)$, for example for the $H^1_\alpha$ metric of Definition 4, $d_{\mathcal{P}}$ is a metric. We plan to investigate these questions.
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Abstract. We propose a continuous description for 2-D shapes that calculates convexity, symmetry and is able to account for size. Convexity and size are known to be critical in deciding figure/ground (F/G) separation, with the study initiated by the Gestalt school [9] [11]. However, few quantitative discussions were made before. Thus, we emphasize the convexity/size measurement for the purpose of F/G prediction. A Kullback-Leibler measure is introduced. In addition, the symmetry information is studied through the same platform. All these shape properties are collected for shape representations. Overall, our representations are given in a continuous manner. For convexity measurement, unlike the 1/0 mathematical definition where shapes are categorized as convex or concave, we give a measure describing shapes as “more” or “less” convex than others. In symmetry information (skeleton) retrieval, a 2-D intensity map is provided with the intensity value specifying “strength” of the skeleton. The proposed representations are robust in the sense that small fine-scale perturbations on shape boundaries will cause minor effects on the final representations. All these shape properties are integrated into one description. To apply to the F/G separation, the shape measure can be flexibly chosen between a size-invariant convexity measure or a convexity measure with the small size preference. The model is established on an orientation diffusion framework, where the local features, served as inputs, are intensity edge locations and their orientations. The approach is a variational one, rooted in a Markov random field (MRF) formulation. A quadratic form is used to assure simplicity and the existence of solution.
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1 Introduction

The convexity criteria has been argued to be important in F/G separation (Kanizsa [9] or Fig. 1), where a 2-D region can be recognized as figure due to the convexity property of its borders. However, the measurement for convexity was left as intuitive and no formalism was then offered. The mathematical definition of convexity\(^1\) only allows for two class of shapes: convex or concave ones (not convex). There is an intuition that some shapes are “more convex” than others (Fig. 1 (a1) (a2), Fig. 6 (a1)-(a3)). To capture this intuition, we study a continuous measure of convexity.

\(^1\) A shape is convex if given any pair of interior points, the segment connecting these points is completely inside the shape.
First, the human visual system tends to ignore minor perturbation (protrusion) of shapes. Such robustness is therefore a desired feature for a model measuring convexity. By a measure with this consideration, figural regions can be selected. We will argue that this F/G selection can not be provided by a well-known continuous criteria, called shape compactness, defined by the ratio of the square of perimeter to the shape area [1]. A related topic is to study a size-invariant measure. Under this measure, shapes can be compared to each other, for shapes with or without similar size. However, because the human visual system prefers small size objects to be perceived as figures (Koffka [11], Fig. 1(b1) (b2)), our complete model of shapes should also be able to measure convexity integrated with a preference of small size shapes. Our model will provide a parameter that can be tuned to a size-invariant convexity measure or one that biases towards small size shapes.

We propose an orientation diffusion process defined in the space $\mathbb{R}^2 \times S^1$. In our view, the elements/features detected at images at the first stage are intensity edge locations and their orientations. It is known that human visual perception is based on orientation filters (found in area V1 and V2 of the brain), providing the orientation of the edges detected. Afterwards, a scheme is designed by a computation of propagating the oriented boundary information through local interactions. The problem of propagation is formulated as a Markov random field. By our model, the problem of F/G can be studied in a wide range of imagery.

Besides the convexity measurement, the symmetry information (skeleton) can be derived through the computation of divergence of a vector field which is generated from the result of orientation diffusion. Overall, our model is able to (i) deliver simultaneously a convexity measure and symmetry information of shapes; (ii) adjust (via one parameter) the balance between convexity and size, i.e., it is able to bias to a size invariant model or to include size in its measure.

1.1 Previous Work

Mumford [13] used Elastica in the smooth curve finding. The line propagation was done via a diffusion process in orientation and a translation in the $(\cos \theta \frac{\partial}{\partial x} + \sin \theta \frac{\partial}{\partial y})$-direction (with an exponential decay). Therefore, our model is similar to his. The most important difference is that our consideration is made in $\mathbb{R}^2 \times S^1$ rather than in $\mathbb{R}^2$. 
causing all orientations to be considered simultaneously in a minimization formulation. Also, we are proposing various shape measures, a topic beyond his work.

Another interesting technical work was given by Tang et al. [20]. They were only concerned with smoothing dense vector field. A technical difference is that their work was done in the space of maps with a unit vector for each 2-D point, while we work on the space of \( \mathbb{R}^2 \times S^1 \). Their direction diffusion was used for image processing and noise removal. We use a different diffusion process to generate a field based on a local sparse input. Also, we are interested in obtaining various measures to describe 2-D shapes, by investigating this field.

Pao et al. [16] have proposed a continuous measure of convexity (let us call it the PGR model). However, various problems exist with their model, perhaps the most serious one is that the size of shapes dominates the convexity measure and so small concave shapes could be preferred over larger circles. Thus, not only the model did not separate convexity from size, but also the dominance of size might not be desired.

The work on diffusion and shapes by Kimia, Tannenbaum & Zucker [10] and Siddiqi & Kimia [19] are sources of inspiration. The main difference here is that we are examining a linear diffusion equation on a more complex space of positions and orientations. For searching the skeleton of a shape, we compute the “sinkage” of energy in the shape. It is similar to Dimitrov et al. [4], with the computation of divergence of a vector field. Although, our vector field is generated by a different method.

2 Orientation Diffusion

Given a 2-D region/shape \( \Omega \) (boundary and its inside), or its boundary \( \partial \Omega \), we discuss its convexity and other shape properties. The region/shape or its boundary can be complete, or partial where only part of it is visible through the image frame. We use \( \Gamma \) instead for the boundary when the shape/boundary is partially visible. On the boundary, the orientation information can be locally represented by unit normal vectors in the inward directions (Fig. 2(b1)). Given a set of detectors of the boundary and their orientations, we want to derive a field inside the boundary to describe various shape properties.

We adopt an orientation diffusion / random walk process to solve this problem. The approach is in part inspired by Kumaran et al. [12], Pao et al. [16] (PGR model or decay diffusion [15]) where their diffusion process was worked on the image space \( I \), and also inspired by Mumford [13], Tang [20] where they included the orientation space. We extend the PGR model to augment the space to \( I \times \Theta \) by adding an orientation dimension \( \Theta \equiv \{ \theta : 2\pi / T : \theta = 0, 1, \ldots, T - 1 \} \).

We will show that our model can provide a more appropriate measure for convexity than previous works. Moreover, other properties of shapes such as their skeleton information will also be obtained.

2.1 Notations

For a given region \( \Omega \) (represented by \( \Gamma \)) in an input image \(^2 I \equiv \{ x = (x, y) \in \{0, \ldots, L_1 - 1\} \times \{0, \ldots, L_2 - 1\} \}, \) a set of useful information is collected. For an intensity function \( I(x) \), the edge function

\(^2\)We will use bold face, lower-case letters to denote vectors.
\[ e(x; \theta) = \frac{1}{M_e} \left| \frac{\partial I(x)}{\partial u_\theta} \right| \in [0,1], \quad x \in \Gamma \]

records the normalized magnitude of the intensity change at pixel \( x \) in the direction of \( u_\theta = (\cos \theta, \sin \theta) \); namely, the (unsigned) directional derivative in \( u_\theta \), normalized by \( M_e = \max \{ |\frac{\partial I(x)}{\partial u_\theta}| : x \in \mathbf{I}, \theta \in \Theta \} \), the largest orientational intensity edge in the image \( \mathbf{I} \). Also, on \( \Gamma \), a hypothesis set (or inducers) is defined by

\[ \sigma_0(x; \theta) = \begin{cases} e(x; \theta) & \text{if } u_\theta \cdot n(x) \geq 0 \land x \in \Gamma \\ 0 & \text{if } u_\theta \cdot n(x) < 0 \land x \in \Gamma. \end{cases} \]  

(1)

On the boundary, the vector \( n(x) \) is the unit normal vector chosen the inward direction. We say that the directions closer to the inward side are in the source mode and the directions closer to the outward side are in the sink mode. Finally, a field

\[ \sigma(x; \theta) : \Omega \times \Theta \rightarrow \mathbb{R} \]

will be evaluated by our orientation diffusion process.

### 2.2 Variational Model

We will create an orientation diffusion process worked in the field \( \{ \sigma(x; \theta) : x \in \Omega, \theta \in \Theta \} \) by formulating it as a variational problem.

**Local Hypotheses and Data Fitting.** The field \( \sigma(x; \theta) \) should take the local hypothesis values \( \sigma_0(x; \theta) \), where they are available. In our model they are available at all intensity edge pixels (pixels on \( \Gamma \)) according to their strength \( e(x; \theta) \). I.e., we seek the \( \sigma(x; \theta) \) which minimizes

\[ E_{\text{data}}(\sigma|\sigma_0) = \sum_{(x;\theta) \in \Gamma \times \Theta} e(x; \theta)(\sigma(x; \theta) - \sigma_0(x; \theta))^2. \]  

(2)

In most cases, the gradient direction is the one with the maximum value of \( e(x; \theta) \), associated with either an inward (\( \sigma_0 \geq 0 \)) or outward hypothesis (\( \sigma_0 = 0 \)).

For the homogeneous regions (where no intensity edge is present), we extend the definition of the functions \( \sigma_0 \) and \( e \) by respectively assigning a local hypothesis of value 0 and a small constant strength,

\[ \sigma_0(x; \theta) = 0 \quad \text{if} \quad x \in \Omega \land x \notin \Gamma \]

(3)

\[ e(x; \theta) = \lambda \quad \text{if} \quad x \in \Omega \land x \notin \Gamma. \]

(4)

The index of the summation in Eq. 2 becomes \( (x; \theta) \in \Omega \times \Theta \) now, taking the whole region. The small constant parameter \( 0 < \lambda \ll 1 \), known as the decay coefficient\(^3\), controlling the decay effect of the energy when \( \sigma \) is away from the inducers (hypothesis set). A larger \( \lambda \) has stronger effect to bring pixels away from the intensity edges to take the value 0 (See Fig. 3(d) & (e)).

\(^3\) When this functional is analyzed as a Markov chain, the parameter \( \lambda \) plays the role of decay parameter, or the probability of “vanishing”, of the random walk associated to this functional.
Smoothness. Propagation of the local hypothesis is done by adding a smoothness term that prefers neighboring pixels with similar orientations sharing the similar values. For instance, in Fig. 2(a), the vector in position \( P_0 \) with the orientation \( \theta \) and its neighbor \( P_1 \) with the orientation \( \theta + \psi \) are encouraged to share similar value of \( \sigma \). A simple quadratic form is applied here by minimizing

\[
\frac{1}{\kappa} \sum_{\psi=-\kappa}^{\kappa} M(x; \theta, \psi)(\sigma(x + \cos \theta, y + \sin \theta, \theta + \psi) - \sigma(x, \theta))^2,
\]

for each \( x \) and \( \theta \). The function \( M(x; \theta, \psi) \) is simply provided by \( \cos(\psi \frac{\pi}{2\kappa}) \), giving the cosine weighting for the smoothness that concentrates particularly on small deviations. A more complicated version of the function \( M \) may also depend on \( x \) (non-homogeneous) or \( \theta \) (anisotropic). The parameter\(^4\) \( \kappa \in (0, \pi) \), called the deviation factor controlling the deviation of orientations for the moving particles. A continuous version of Eq. 5 is used here for computational purposes.

\[
E_{\text{smooth}}(\sigma) = \int_{\Omega \times \Theta} \left[ \frac{1}{\kappa} \int_{-\kappa}^{\kappa} M(x; \theta, \psi)(\cos \theta \sigma_x + \sin \theta \sigma_y + \psi \sigma_\theta)^2 d\psi \right] dx d\theta.
\]

Energy Functional. The total energy functional is the summation of the data fitting term (a continuous form is applied by substituting a 2-D Dirac-delta function in Eq. 2 [15]) and the smoothness term

\[
E(\sigma|\sigma_0) = E_{\text{data}}(\sigma|\sigma_0) + E_{\text{smooth}}(\sigma),
\]

where the functional \( \mathcal{H}(\sigma|x; \theta) \) within the bracket in Eq. 6 can be abbreviated as

\[
\mathcal{H}(\sigma|x; \theta) = (\cos \theta \sigma_x + \sin \theta \sigma_y)^2 \cdot \frac{1}{\kappa} \int_{-\kappa}^{\kappa} M(x; \theta, \psi) d\psi
\]

\[+ 2\sigma_\theta(\cos \theta \sigma_x + \sin \theta \sigma_y) \cdot \frac{1}{\kappa} \int_{-\kappa}^{\kappa} \psi M(x; \theta, \psi) d\psi + \sigma_\theta^2 \cdot \frac{1}{\kappa} \int_{-\kappa}^{\kappa} \psi^2 M(x; \theta, \psi) d\psi
\]

\[= A(\cos \theta \sigma_x + \sin \theta \sigma_y)^2 + 2B \sigma_\theta(\cos \theta \sigma_x + \sin \theta \sigma_y) + C \sigma_\theta^2.
\]

where \( A = 4/\pi, B = 0 \) and \( C = 4\kappa^2/\pi \). Its Euler-Lagrange equation can be given by

\[
\cos^2 \theta \sigma_{xx} + 2 \sin \theta \cos \theta \sigma_{xy} + \sin^2 \theta \sigma_{yy} + \kappa^2 \frac{8}{\pi^2} \sigma_{\theta\theta} = \frac{\lambda \pi}{4} \sigma,
\]

with the boundary condition \( \sigma(x; \theta) = \sigma_0(x; \theta) \), if \( (x, \theta) \in \Gamma \times \Theta \).

Numerically, the energy function is quadratic and the minimizer is straightforwardly obtained by rewriting Eq. 7 as a matrix form by the finite difference method, and solving it by a gradient-descent method. We call this minimizer \( \sigma^*(x; \theta) \). Some examples of \( \sigma^*(x; \theta) \) are shown in Fig. 3(a) & (b).

\(^4\) We avoid the degenerate case, \( \kappa = 0 \), when the smoothness functional becomes \( \sum_{x, \theta} M(x, \theta, 0)(\sigma(x, \theta) - \sigma(x + \cos \theta, y + \sin \theta, \theta))^2 \), no longer depending on \( \psi \), and the minimization process can be worked separately through different \( \theta \)'s.
Fig. 2. (a) a particle moves from $P_0$ to $P_1$ with slightly changed in orientation. We say that the particle has the configuration changed from $(x; \theta)$ to $(x + \cos \theta, y + \sin \theta; \theta + \psi)$ as it goes from the point $P_0$ to $P_1$ (assume $|P_0 - P_1| = 1$). The shadow area indicates the possible trails that the particle may choose, with different weighting according to the deviation angle $\psi$. (b1) one part of the hypothesis set $\sigma_0$ (Eq. 1: part 1) with inward vectors of length $\varepsilon(x; \theta)$ represented by vector notations. Only the normal directions are shown. Other parts includes (b2) set of vectors of length 0 with outward direction (Eq. 1: part 2) and (b3) decay vectors generally put all over the space $(1 - \Gamma) \times \Theta$ (Eq. 3).

2.3 Kullback-Leibler Measure

Once the field $\sigma^*(x; \theta)$ is obtained, we can evaluate those shape properties, such as convexity or symmetry. First of all, from the solution space $\Omega \times \Theta$ to the image space $\Omega$, we perform a vector summation considering $\sigma^*(x; \theta)$ as a vector in the direction of $u_\theta = (\cos \theta, \sin \theta)$ with length $\sigma^*(x; \theta)$ (always non-negative),

$$\hat{\sigma}^*(x) = \hat{\sigma}^*_{cv}(x) = \int_0^{2\pi} \sigma^*(x; \theta) u_\theta \, d\theta,$$

where direction of the resultant vector $\hat{\sigma}^*_{cv}$ will be recorded by $\theta^*$, if it has non-zero length. We shall use $\hat{\sigma}^*$ to denote the resultant vectors if no confusion can be made. One example of the vector field $\hat{\sigma}^*(x)$ is in Fig. 3(f2). The idea is that this vector summation will remove the symmetry information of the solution field, and thus what is left is “convexity”. For example, the center of a circle is perfectly symmetric and will result in $\hat{\sigma}^* = 0$ while other internal points will have the symmetry removed and still produce evidence of convexity. In our approach, convexity works on the complementary information as symmetry does. Detecting symmetry will be done by investigating which coordinates have a vector summation yield zero value (cancellations), while convexity examines the non-zero valued information of the vector summation. Indeed, the convexity measure we propose measures how well the “vector bundle” is accumulated around this summation vector. Let us be more precise.

At a fixed location $x$, for each pair of opposite orientations $\theta$ and $\theta + \pi$, we compute the net effect, called the map $\tau^*(x; \theta)$ by

$$\tau^*(x; \theta) = \frac{1}{2} \{ \sigma^*(x, \theta) - \sigma^*(x, \theta + \pi) + |\sigma^*(x, \theta) - \sigma^*(x, \theta + \pi)| \}$$

$$\tau^*(x; \theta + \pi) = \frac{1}{2} \{ \sigma^*(x, \theta + \pi) - \sigma^*(x, \theta) + |\sigma^*(x, \theta + \pi) - \sigma^*(x, \theta)| \}$$
Fig. 3. Results of orientation diffusion process by two presentations. (a) $\sigma(x, y; 0)$, (b) $\sigma(x, y; \frac{2\pi}{17})$, (c) maximum magnitude among all orientations, and (d) (e) relative entropy $D(P_x || Q)$ (Eq. 12) with $\lambda = 0.1/|\Omega| = 2.876 \times 10^{-5}$, $500/|\Omega| = 0.144$ respectively. The difference shows effect of the energy decay. Larger $\lambda$ gives stronger decay, less diffusion and larger convexity measure (Eq. 13). (f1) (f2) Vector presentations for part of the bell shape figure in (f). (f1) the vector bundles with choice of 8 orientations. We say that the point A has a more balanced (symmetry) result along different orientations than the bundle in B. (f2) the convexity vector $\hat{\sigma}^*$ (Eq. 10).

$$\mathbf{\hat{\sigma}^*}(x; \theta) = \sigma(x; \theta) + \sigma(x; \theta + \pi),$$

(11)

where a cyclic boundary condition $\theta = \theta + 2\pi$ is used. Note that Eq. 10 can be rewritten as $\mathbf{\hat{\sigma}^*}(x) = \int_0^{2\pi} \tau^*(x; \theta) u_\theta \, d\theta$. The second step is to transform $\tau(x; \theta)$ to $P^*(x; \theta)$ or simply $P_x(\theta)$, by a linear transformation. It is

$$P^*(x; \theta) = \frac{1}{2} (1 + \tau^*(x; \theta)).$$

Unlike any previous work, we propose a Kullback-Leibler distance (or relative entropy) to measure convexity. The map $P_x(\theta)$ is compared to a Gaussian map in $S^1$ (not normalized)

$$Q(\theta) = \frac{1}{1 + \epsilon_N} \exp\left(-\frac{(\theta - \theta^*)^2}{2 \cdot (2,0)^2}\right), \quad -\pi \leq \theta \leq \pi$$

where the center of $Q$ is located in the direction $\theta^*$, the direction of vector $\hat{\sigma}^*$. A small positive constant $\epsilon_N$ is added to avoid the case of $Q(\theta) = 1$. The Kullback-Leibler distance, computed at every point x, between $Q(\theta)$ and $P_x(\theta)$ is given by
\[
D(P_x \| Q) = \int_0^{2\pi} P_x(\theta) \log \frac{P_x(\theta)}{Q(\theta)} + (1 - P_x(\theta)) \log \frac{1 - P_x(\theta)}{1 - Q(\theta)} \, d\theta.
\]  

Intuitively, it measures the inefficiency of assuming that the distribution is $Q(\theta)$ when the real distribution is $P_x(\theta)$. That is, we assume the map in $S^1$ has a sharp peak at $\theta^*$. $D(P_x \| Q)$ is always equal to or greater than 0, and it can be greater than 1. A smaller measure means a better fit.

This measure is given for each point $x$. To obtain a global measure of a shape, we simply average this measure over the points on the figure. I.e., the final measure of a shape $\Omega$ is

\[
S(P_x) = \frac{1}{|\Omega|} \int_{\Omega} D(P_x \| Q) \, dx,
\]

A shape with a smaller measure is considered more convex than others. A simple example can be seen in Fig. 4 as a F/G experiment. We use $S/\bar{S}$ to denote the measure for (conventional) figure/background area respectively.

3 Convexity Measurement

To examine the orientation model and the Kullback-Liebler measure, we conduct different set of experiments. One set of images refers to the F/G separation task and we test ability of the model to account for human visual perception. The second set displays shape figures and the task is to order and compare them. For each set of examples we illustrate the results with several prototypes. The prototype illustrations for the F/G set are Fig. 4, Fig. 5 and Kanizsa’s figure of comparing convexity versus symmetry (Fig. 6). The prototypes for the second set are a (non-) perfect ellipse and a “bell” shape (shown on the right-hand side of Fig. 7).

In Sec. 4, we consider another set studying behavior of the model as we vary the parameter $\kappa$. This is particularly important to understand how the shape size plays a role in the model.

We are also interested in the convexity comparison of perfectly convex shapes. Shapes like circles, squares, and triangles are lined up by the Kullback-Liebler measure. Also, the comparison of squares to rectangles will favor squares than rectangles. They will be shown in Sec. 5.

In all cases we used synthesized binary images. The parameters we used are, the decay coefficient $\lambda = 0.1/|\Omega|$, divided by area of the region $\Omega$ and the deviation factor

![Fig. 4. A simple experiment used for F/G separation and its relative entropy $D(P_x \| Q)$. While right side is convex and left side is concave, we have $S/\bar{S} = 0.605/0.671$ respectively. Both regions are equally sized.](image)
\( \kappa = 0.4 \) except in the cases that are said otherwise. The peak of the delta function is simulated by \( 1/\epsilon \) with \( \epsilon = 10^{-5} \cdot |\partial \Omega| \), a constant normalized by the perimeter of \( \Omega \). The normalization of the parameters \( \lambda \) or \( \epsilon \) according to area or perimeter of \( \Omega \) respectively is not essential for the convexity measurement and can be removed.

### 3.1 Convexity as Salience

We test our measure for various prototypes. For a simple test in Fig. 4, the measure is given by \( S/\bar{S} = 0.605/0.671 \), favoring the white region. For another F/G image in Fig. 5, we have the consistent predictions through images with different ratios of bk/wt area. Also, we do observe the size effect from (a) to (c): the differences between figures and background become less as black/white regions get smaller/larger respectively. For a Kanizsa figure in Fig. 6(a3) where the white regions own the biggest area among (a1)-(a3), the result predicts that the white regions (convexity) prevail as the figure over the black regions (symmetry) with \( S/\bar{S} = 0.490/0.497 \). It can not be given by the model provided by [16] which gives \( S/\bar{S} = 0.715/0.645 \), saying that the black regions will be figures and it is a “wrong” prediction.

The reason is that the decay model provided by Pao et al. [16] is too sensitive to the size and can not provide consistent predictions when we move the edge boundaries leftward or rightward, even the change is small and beyond the detection from our eyes. A better model, the oriented one will give correct predictions consistently, with shift of the edge boundaries.

### 4 Convexity versus Size

In the Euler-Lagrange equation in Eq. 9, the deviation factor \( \kappa \) serves as the diffusivity in the orientation space \( \Theta \). In the random walk formulation, a larger \( \kappa \) provides more noise and less deterministic behavior in orientation when it moves from one location to another neighboring location. A measure with small size preference is yielded in such a situation. On the other hand, a smaller \( \kappa \) has more control in orientation. The measure will have less size preference and be closer to ideal convexity measure than the one given in the less-deterministic case. The most extreme case gives the size invariance measure, provided by letting \( \kappa \to 0 \). It will be discussed later. Results related to different choices of \( \kappa \) will be studied in Sec. 4.1 for F/G separation and Sec. 4.2 for shape convexity comparison respectively. The choice of \( \kappa \) provides the flexibility of choosing convexity

\[ \text{Fig. 5. Colonnade with boundaries translated through the horizontal direction from (a), a size balanced one to (c), with white regions owning the largest area. The relative entropy of (a) is shown in (a1). Their differences between the measures in figure/ground get smaller from (a) to (c), as black/white regions get smaller/larger. It shows the size/proximity preference of the model.} \]
measure between a size-invariant one and the one with small size preference. It cannot be achieved by the decay measure in [16]. We use the Kanizsa images in Fig. 6 (Sec. 4.1) and the ellipse/bell pair in Fig. 7 (Sec. 4.2) to illustrate our idea.

**Size Invariance by Letting** $\kappa \to 0$ Let us analyze the case when $\kappa \to 0$, where the walk is totally deterministic in orientation. By taking the limit $\kappa \to 0$, the functional in Eq. 8 becomes

$$\lim_{\kappa \to 0} \mathcal{H}(\sigma|x;\theta) = \frac{4}{\pi} \left( \cos \theta \sigma_x + \sin \theta \sigma_y \right)^2.$$ 

We want to examine the effect of shape scaling in this limit for the whole functional in Eq. 7. After that, we study the scaling effect on the convexity measure $S$.

Given two similar shapes $\Omega$ and $\Omega'$ in an image $I$, indicated by two characteristic functions $\chi$ and $\chi'$ s.t. $\chi(x) = 1$ or $\chi'(x') = 1$ if $x \in \Omega$ or $\Omega'$ respectively, and $\chi(x) = 0$ or $\chi'(x') = 0$ otherwise. Under an appropriately chosen coordinate system, we have $\chi(x) = \chi'(r x) = \chi'(x'), \forall x, x' \in I$. Given similar edge maps $e(x;\theta) = e'(x';\theta) = |u_\theta \cdot n(x)|$, when $\kappa \to 0$ and $\lambda \to 0$, the decay term will vanish and we have

$$E(\sigma') = E(\sigma) = \int_{\Omega \times \theta} \delta_2 \cdot e \cdot (\sigma - \sigma_0)^2 + \frac{4}{\pi} \left( \cos \theta \sigma_x + \sin \theta \sigma_y \right)^2 \, dx \, d\theta,$$

if we assign $\sigma'(x';\theta) = \sigma(x;\theta)$. So the minimizer for either functional can be obtained easily when the other one has been computed. Two minimizers are related by $\sigma^*(x;\theta) = \sigma'^*(x';\theta)$. Different orientations are worked independently here.

Let us discuss the scaling effect on the convexity measure. For two similar maps $\sigma^*, \sigma'^*$, we can obtain the similarity between $P_\chi$ and $P_{\chi'}$ or $D(P_\chi||Q)$ and $D(P_{\chi'}||Q)$. Therefore, for the convexity measure, we have

$$S(P_{\chi'}) = -\frac{1}{|\Omega'|} \int_{\Omega'} D(P_{\chi'}||Q) \, dx' = -\frac{1}{r^2|\Omega|} \cdot r^2 \int_{\Omega} D(P_\chi||Q) \, dx = S(P_\chi).$$

It is an ideal case where we can achieve a measure with no sensitivity to the size. Examples in the discrete case can be found in Fig. 7 and Sec. 4.2. When $\lambda$ is not zero, we need to set a new $\lambda' = \lambda/r^2$ to achieve the similarity $\sigma^*(x;\theta) = \sigma'^*(x';\theta)$.

### 4.1 Figure/Ground Separation in Convexity-Symmetry Image and Tuning of $\kappa$

We will use the Kanizsa figures in Fig. 6 to illustrate our points. As we have discussed, the decay model cannot provide a consistent prediction when the area ratio of different regions is changed, even though the change is small and beyond the detection from our eyes. The orientation model will give a consistent prediction, with a small shift of the edge boundaries. The trick lies in the free parameter $\kappa$ which on one hand (small $\kappa$ or the extreme case with $\kappa \to 0$) gives a convexity measure without considering small size preference and on the other hand (big $\kappa$) gives a measure with the size preference. In Tab. 1, we have series (a1), balanced area for black and white regions, series (a2), larger white regions and (a3) white regions with the largest area. Several pairs of comparisons can be studied. When $\kappa = 0.1$, the purest convexity measure among them, gives the
expected answer with white in the front, for all three cases. When $\kappa = \pi/2$, a case blended with the most size preference among them, white regions in (a1) & (a2) are preferred, but not for (a3) where the smaller black regions are preferred. The case of $\kappa = 0.4$ gives an intermediate transition. For the perceptual simulation, suppose a case where F/G is decided by both of the convexity and size preferences, we can tune the parameter $\kappa$ to obtain the appropriate normalization of them, according to the preferences in human visual systems.

4.2 Convexity Comparison of Shapes and Tuning of $\kappa$

We study our convexity measure for different shapes with the same or different sizes. As shown in Fig. 7, the imperfect ellipses $A1$(large) & $A2$(small) represent convex shapes, and the bell shapes $B1$(large) & $B2$(small) represent non-convex shapes with “strong proximity” in the neck area. For the choice of $\kappa$, a similar scenario is used as in the F/G separation experiments. When $\kappa$ is small, we pick shape by convexity and when $\kappa$ is larger, we either pick the smaller size shapes or pick the bell shape with stronger proximity. The details are shown in Fig. 7.

Convexity Comparison of Shapes with the Same Size. When two shapes share the same size, we can easily pick up the ellipse as the more convex shape by choosing $\kappa \leq 0.6$. A large $\kappa$ will favor proximity and therefore pick the bell as the more favorable shape. We have $S_{A1} < S_{B1}$ and $S_{A2} < S_{B2}$ when $\kappa \leq 0.6$.

Convexity Comparison of Shapes with Any Sizes. To make the measure capable to be applied in a wider range, we compare shapes with different sizes, achieved by using an even smaller $\kappa \leq 0.4$. In this case, no size/proximity issues need to be considered and the measure becomes a “convexity measure”. We have $S_{A1}, S_{A2} < S_{B1}, S_{B2}$ if $\kappa \leq 0.4$ is provided. The smallest $\kappa$ or $\kappa = 0.1$ provides a measure with the least sensitivity to the size. As we can see, the values of similar shapes with different sizes are coincided to each other in this situation.
Table 1. Kanizsa figures with various size ratios (Fig. 6), measured by the orientation diffusion and the PGR model [16]. The series from (a1) to (a3) gives the white region area from small to large. Series (a1) has balanced size. For the orientation diffusion, a smaller $\kappa$ gives a purer convexity measure and a larger $\kappa$, meaning more uncertainty in orientation in walks, will cause a stronger size preference. The prediction for F/G is likely to be decided by convexity when $\kappa$ is small and be decided by size/proximity when $\kappa$ is large. We can get convex predictions for F/G when $\kappa \leq 0.1$. The measure collected by the PGR model (result of (a3) is shown in Fig. 6(c3)) is pretty much a size measure if we do not provide a size-balanced experiment.

<table>
<thead>
<tr>
<th>Series (Area)</th>
<th>$\kappa = 0.1$</th>
<th>$\kappa = 0.4$</th>
<th>$\kappa = \pi/2$</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convexity Measure by Orientation Diffusion ($S/S$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a1) (+0/- 0%)</td>
<td>0.487/0.502</td>
<td>0.490/0.499</td>
<td>0.560/0.570</td>
<td>size balanced</td>
</tr>
<tr>
<td>(a2) (+6/- 0%)</td>
<td>0.488/0.500</td>
<td>0.492/0.497</td>
<td>0.564/0.565</td>
<td></td>
</tr>
<tr>
<td>(a3) (+28/- 0%)</td>
<td><strong>0.490/0.497</strong></td>
<td>0.495/0.491</td>
<td>0.573/0.555</td>
<td></td>
</tr>
<tr>
<td>Convexity Measure by PGR model ($S/S$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a1) (+0/- 0%)</td>
<td></td>
<td></td>
<td><strong>0.621/0.653</strong></td>
<td>size balanced</td>
</tr>
<tr>
<td>(a2) (+6/- 0%)</td>
<td></td>
<td>0.638/0.635</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a3) (+28/- 0%)</td>
<td></td>
<td>0.671/0.597</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Large $\kappa$ and Size/Proximity Preference. When $\kappa$ is large, it is the case of diffusion with low certainty in orientation. We will have the result favoring smaller size shapes, as we have $S_{A_2}, S_{B_2} < S_{A_1}, S_{B_1}$. When similar size shapes are compared, a shape with stronger proximity will prevail. Therefore, the bell $B_1$ is favored over the ellipse $A_1$ and $B_2$ is favored over $A_2$, by having smaller measures.

5 Comparison of Convex Shapes

5.1 From Rectangle to Square

In Fig. 8, we run the model on a series of rectangles with ratio of side length from 0 to 1. As shown in the experiments, the closer to square the rectangle is, the better the convexity measure. The strong symmetry in the thin rectangles will be cancelled by the computation of Eq. 11.

5.2 From Triangle to Circle

In Fig. 9, we examine various regular shapes. Unlike the model provided by [16] giving a measure with the preference from triangle to circle, this orientation model gives a reverse order, prefers circle most, then, hexagon and triangle. By using the Kullback-Leibler measure, diffusion from neighboring inducers with similar orientations will accumulate around direction of the resulting vector $\theta^*$, hence, giving a good score. For a cross check, the square in Fig. 8(d) has $S_{hexagon} < S_{square} < S_{triangle}$, falling between the triangle and hexagon. A preference similar to the one given by the PGR model [16] can be achieved by a simulation with a large $\kappa$. 
Fig. 7. A comparison between shapes with different sizes and convexity. Four curves listed in $\kappa = \pi/2$, from top to bottom are for the (imperfect) ellipse A1, bell B1, small ellipse A2 and small bell B2 (shapes A1, B1 are shown on the right). A measure with small $\kappa$ will pick shapes by convexity. A measure with large $\kappa$ will pick shapes by size/proximity; therefore, either small sized shapes or the bells which own strong proximity near the neck will be favored. When $\kappa = 0.1$, the case with the least size preference, the measures for all similar shapes with different sizes will coincide with each other. The level sets or the relative entropy for A1 and B1 with the simulations of $\kappa = 0.4$ and $\kappa = \pi/2$ are shown on the right-hand side. The preference between the ellipse and bell switches as we goes from a small $\kappa$ to a large $\kappa$.

5.3 Convexity Is Different from Shape Compactness

It is interesting to compare our measure with the compactness CP generally given by $\text{CP}(\partial \Omega) = |\partial \Omega|^2/(4\pi \cdot |\Omega|)$. As we can easily find out, the same preference for regular shapes and the preference of squares over rectangles are also established by the compactness CP. However, the difference between them is shown in various viewpoints:

1. Unlike the shape convexity, the compactness will favor a region with large area instead of small area provided regions with the same perimeter. However, the small size preference does exist in F/G selection, which can be simulated by our convexity measure (Fig. 5, Fig. 6 and Tab. 1).
2. A circle-like shape with fine scale perturbation may have larger compactness than a smooth-boundary, non-circular shape (Young et al. [21], Bribiesca [2], Fig. 10 (a) & (b)).
3. Our measure has the flexibility to switch between a size-invariant convexity measure or one with small size preference. Also, the freedom to choose the preference of circles over triangles (small $\kappa$) or triangles over circles (large $\kappa$), etc.
4. It is hard to generalize the shape compactness in the applications where the shape is partial or occluded.
Fig. 8. (a) rectangle with ratio l1 to l2. (b) (c) (d) samples of different ratios l2/l1 and the relative entropy \( D(P_X∥Q) \). Their measures are shown, given the parameter \( \kappa = 0.1 \).

Fig. 9. The relative entropy or corresponding iso-Contours derived by our orientation process. Their measures are shown, with the parameter set to be \( \kappa = 0.1 \). Note that the square in Fig. 8(d) falls between triangle and hexagon. The area information is provided as (a) triangle: 897, (b) hexagon: 1361, and (c) circle: 1469 pixels.

Some examples to illustrate the difference between the compactness and the convexity can be shown in Fig. 10. For the shape (a), perturbations in the fine scale cause a smaller change in the convexity measure, than in the compactness.

6 Symmetry Information

The idea that symmetry can be captured by our model is not particularly new or surprising. For example, based on the work of Siddiqi and Kimia [19], we know that the diffusion process over shapes will “meet” (yield shocks) at the symmetry axis. What is particular to our work, is that the diffusion is on the space \( \mathbb{R}^2 \times S^1 \) and presented by a vector form, so the symmetry information can be extracted by a local computation method.

Let us collect the maximum vectors \( \sigma^*_M(x) \) by

\[
\hat{\sigma}^*_M(x) = \sigma^*(x; \theta_M) \cdot u_M \quad \text{where} \quad \sigma^*(x; \theta_M) = \max_{\theta \in [0, 2\pi]} \{ \sigma^*(x; \theta) \},
\]

with \( u_M = (\cos \theta_M, \sin \theta_M) \). We would like to examine the field

\[
\sigma^*_{\text{sym}} = \frac{\hat{\sigma}^*_M}{\| \hat{\sigma}^*_M \|}.
\]  (14)

The shape axis (different from the conventional symmetry axis [15]) is viewed as the place with most sinkage, in the normalized map of the maximum vectors. The map shows “how likely” a point can be on any axis or “how strong” the axis is. Examples of shape axis can be found in Fig. 11.
Fig. 10. Convexity measure for various shapes with different convexity in different scales, from the most convex to the least convex one ($\kappa = 0.1$).

Fig. 11. Shape axis $\sigma^*_\text{sym}$ (Eq. 14), computed by using the maximum vector $\sigma^*_M$, with $\kappa = \pi/2$.

6.1 Protrusion

To see what protrusion or noise on boundaries can affect the shape axis, we study the axes of shapes in Fig. 12. In (b1), the main axis stays the same as we perturbing the boundaries from (a) by a small protrusion. But a larger effect can (b2) eventually produce a new axis or (b3) even change location of the main axis. By this representation, any further pruning of the “sub-axis” will not be necessary. Because sub-axes are given in “lighter” representations and can be easily removed.

7 Conclusion

We have proposed a framework to capture critical shape information: namely convexity, symmetry and size. It is an orientation diffusion approach, rooted in Markov random fields. The focus of the paper was on demonstrating how the model evaluates convexity, and how size is integrated into the model depending upon a parameter $\kappa$. Although it is not surprising, we have indicated how symmetry can also be captured. The protrusion effect on boundaries was naturally solved by this approach. We have demonstrated the validity of the model on various examples and how it improves on previous works. We believe that this approach provides a wealth of information on shapes, and thus, will be used by other practitioners.
Fig. 12. Shape axis with a protrusion on boundaries. We have the transition from (b1) ignored, (b2) having “sub-axis” to (b3) disturbing the main axis by a faction. We choose the maximum vector $\hat{\sigma}_M^*$, and select the deviation factor $\kappa = \pi/2$.
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Abstract. We address the problem of finding a set of contour curves in an image. We consider the problem of perceptual grouping and contour completion, where the data is a set of points in the image. A new method to find complete curves from a set of contours or edge points is presented. Our approach is an extension of previous work on finding a set of contours as minimal paths between end points using the fast marching algorithm. Given a set of key points, we find the pairs of points that have to be linked and the paths that join them. We use the saddle points of the minimal action map. The paths are obtained by backpropagation from the saddle points to both points of each pair.

We also propose an extension of this method for contour completion where the data is a set of connected components. We find the minimal paths between each of these components, until the complete set of these “regions” is connected. The paths are obtained using the same backpropagation from the saddle points to both components.
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1 Introduction

We are interested in perceptual grouping and finding a set of curves in an image with the use of energy minimizing curves.

Since their introduction, active contours \cite{12} have been extensively used to find the contour of an object in an image through the minimization of an energy. In order to get a set of contours of different objects, we need many active contours to be initialized on the image. The level sets paradigm \cite{15,1} allowed changes in topology. It enables to get multiple contours by starting with a single one. However, these do not give satisfying results when there are gaps in the data since the contour may propagate into a hole and then split to many curves where only one contour is desired. This is the problem encountered with perceptual grouping where a set of incomplete contours is given. For example, in a binary image like the ones in figure 1 with a drawing of a shape with holes and spurious edge points, human vision can easily fill in the missing boundaries, remove the
spurious ones and form complete curves. Perceptual grouping is an old problem in computer vision. It has been approached more recently with energy methods [17,11,18]. These methods find a criteria for saliency of a curve component or for each point of the image. In these methods, the definition of saliency measure is based indirectly on a second order regularization snake-like energy ([12]) of a path containing the point. However, the final curves are obtained generally in a second step as ridge lines of the saliency criteria after thresholding. In [19] a similarity between snakes and stochastic completion field is reported. Motivated by this relation between energy minimizing curves like snakes and completion contours, we are interested in finding a set of completion contours on an image as a set of energy minimizing curves.

In order to solve global minimization for snakes, the authors of [6] used the minimal paths, as introduced in [14,13]. The goal was to avoid local minima without much on user initialization, which is a main drawback of classic snakes [4]. Only two end points were needed. The numerical method has the advantage of being consistent (see [6]) and efficient using the Fast Marching algorithm introduced in [16]. In this paper we propose a way to use this minimal path approach to find a set of curves drawn between points in the image. In order to find a set of most salient contour curves in the image, we draw the minimal paths between pairs of points.

We are also interested in finding a set of curves in an image between a set of connected components. This extension of our perceptual grouping technique finds its application in the completion of tube-like structures in images. The problem is here to complete a partially detected object, based on a number of connected components that belong to this object.

In our examples, the potential $P$ to be minimized along the curves is usually an image of edge points that represent simple incomplete shapes. These edge points are represented as a binary image with small potential values along the edges and high values at the background. Such a potential can be obtained from real images by edge detection (see [5]). The potential could also be defined as edges weighted by the value of the gradient or as a function of an estimate of the gradient of the image itself, $P = g(\|\nabla I\|)$, like in classic snakes. In these cases the chosen function has to be such that the potential is positive everywhere, and it has to be decreasing in order to have edge points as minima of the potential. The potential could also be a grey level image as in [6]. It can also be a more complicated function of the grey level, as in [7] or in Section 4.4.
The problems we solve in this paper are presented as follows:

- Minimal path between two points: The solution proposed in [6] is reviewed in Section 2.
- Minimal paths between a given set of pairs of points is a simple application of the previous one.
- Minimal paths between a given set of unstructured points: a way to find the pairs of linked neighbors and paths between them is proposed in Section 3.
- Minimal paths between a given set of connected components: we propose to find the set of minimal paths that link altogether this set of regions, and we show an example for a medical image in section 4.
- Minimal paths between an unknown set of point: In [2] we propose the automatic finding of key points among a larger set of admissible points and the drawing of minimal paths that leads to completed curves.

2 Minimal Paths and Weighted Distance

2.1 Global Minimum for Active Contours

We present in this section the basic ideas of the method introduced in [6] to find the global minimum of the active contour energy using minimal paths. The energy to minimize is similar to classical deformable models (see [12]) where it combines smoothing terms and image features attraction term (Potential $P$):

$$E(C) = \int_{\Omega} \left\{ w_1 \|C'(s)\|^2 + w_2 \|C''(s)\|^2 + P(C(s)) \right\} ds$$

(1)

where $C(s)$ represents a curve drawn on a 2D image and $\Omega$ is its domain of definition. The authors of [6] have related this problem with the recently introduced paradigm of the level-set formulation. In particular, its Euler equation is equivalent to the geodesic active contours [1]. The method introduced in [6] improves energy minimization because the problem is transformed in a way to find the global minimum.

2.2 Problem Formulation

In [6], contrary to the classical snake model (but similarly to geodesic active contours), $s$ represents the arc-length parameter, which means that $\|C'(s)\| = 1$, leading to a geometric energy form. Considering a simplified energy model without the second derivative term leads to the expression $E(C) = \int \{ w \|C'\|^2 + P(C) \} ds$. Assuming that $\|C'(s)\| = 1$ leads to the formulation

$$E(C) = \int_{\Omega=[0,L]} \{ w + P(C(s)) \} ds$$

(2)

The regularization of this model is now achieved by the constant $w > 0$ (see [6] for details).
Fig. 2. Finding a minimal path between two points. On the left, the potential is minimal on the ellipse. In the middle, the minimal action or weighted distance to the marked point. On the right, minimal path using backpropagation from the second point.

We now have an expression in which the internal energy can be included in the external potential. Given a potential $P \geq 0$ that takes lower values near desired features, we are looking for paths along which the integral of $\tilde{P} = P + w$ is minimal. The surface of minimal action $\mathcal{U}$ is defined as the minimal energy integrated along a path between a starting point $p_0$ and any point $p$:

$$\mathcal{U}(p) = \inf_{\mathcal{A}_{p_0,p}} E(C) = \inf_{\mathcal{A}_{p_0,p}} \left\{ \int_{\Omega} \tilde{P}(C(s)) ds \right\}$$  \hspace{1cm} (3)

where $\mathcal{A}_{p_0,p}$ is the set of all paths between $p_0$ and $p$. The minimal path between $p_0$ and any point $p_1$ in the image can be easily deduced from this action map. Assuming that potential $P \neq 0$ (this is always the case for $\tilde{P}$), the action map has only one local minimum which is the starting point $p_0$. The minimal path is found by a simple back-propagation, that is a gradient descent on the minimal action map $\mathcal{U}$ starting from $p_1$ until $p_0$ is reached. Thus, contour initialization is reduced to the selection of the two extremities of the path. We explain in the next section how to compute efficiently the action map $\mathcal{U}$.

2.3 Fast Marching Resolution

In order to compute this map $\mathcal{U}$, a front-propagation equation related to Equation (3) is solved:

$$\frac{\partial C}{\partial t} = \frac{1}{\tilde{P}} \nabla \tilde{U}. \hspace{1cm} (4)$$

It evolves a front starting from an infinitesimal circle shape around $p_0$ until each point inside the image domain is assigned a value for $\mathcal{U}$. The value of $\mathcal{U}(p)$ is the time $t$ at which the front passes over the point $p$.

The Fast Marching technique, introduced in [16], was used in [6] noticing that the map $\mathcal{U}$ satisfies the Eikonal equation:

$$\| \nabla \mathcal{U} \| = \tilde{P} \quad \text{and} \quad \mathcal{U}(p_0) = 0. \hspace{1cm} (5)$$

Classic finite differences schemes for this equation tend to overshoot and are unstable. An up-wind scheme was proposed by [16]. It relies on a one-sided
Algorithm for 2D Fast Marching

- Definitions:
  - Alive set: all grid points at which the action value $U$ has been reached and will not be changed;
  - Trial set: next grid points (4-connexity neighbors) to be examined. An estimate $U$ of $U$ has been computed using Equation (6) from alive points only (i.e. from $U$);
  - Far set: all other grid points, there is not yet an estimate for $U$;
- Initialization:
  - Alive set: reduced to the starting point $p_0$, with $U(p_0) = U(p_0) = 0$;
  - Trial set: reduced to the four neighbors $p$ of $p_0$ with initial value $U(p) = \hat{P}(p)$ ($U(p) = \infty$);
  - Far set: all other grid points, with $U = \infty$;
- Loop:
  - Let $p = (i_{min}, j_{min})$ be the Trial point with the smallest action $U$;
  - Move it from the Trial to the Alive set (i.e. $U(p) = U_{i_{min}, j_{min}}$ is frozen);
  - For each neighbor $(i, j)$ (4-connexity in 2D) of $(i_{min}, j_{min})$:
    - If $(i, j)$ is Far, add it to the Trial set and compute $U_{i,j}$ using Eqn. 6;
    - If $(i, j)$ is Trial, update the action $U_{i,j}$ using Eqn. 6.

_derivative that looks in the up-wind direction of the moving front, and thereby avoids the over-shooting associated with finite differences:

$$
\begin{align*}
  & (\max\{u - U_{i-1,j}, u - U_{i+1,j}, 0\})^2 + \\
  & (\max\{u - U_{i,j-1}, u - U_{i,j+1}, 0\})^2 = \hat{P}_{i,j}^2,
\end{align*}
$$

(6)
giving the correct viscosity-solution $u$ for $U_{i,j}$. The improvement made by the Fast Marching is to introduce order in the selection of the grid points. This order is based on the fact that information is propagating outward, because the action can only grow due to the quadratic Equation (6).

This technique of considering at each step only the necessary set of grid points was originally introduced for the construction of minimum length paths in a graph between two given nodes in [8].

The algorithm is detailed in Table 1. An example is shown in Figure 2. The Fast Marching technique selects at each iteration the Trial point with minimum action value. In order to compute this value, we have to solve Equation (7) for each trial point, as detailed in Table 2.

2.4 Algorithm for 2D Up-wind Scheme

Notice that for solving Equation (6), only alive points are considered. This means that calculation is made using current values of $U$ for neighbors and not estimate $U$ of other trial points. Considering the neighbors of grid point
(i, j) in 4-connexity, we note \{A_1, A_2\} and \{B_1, B_2\} the two couples of opposite neighbors such that we get the ordering \(U(A_1) \leq U(A_2), U(B_1) \leq U(B_2),\) and \(U(A_1) \leq U(B_1).\) Considering that we have \(u \geq U(B_1) \geq U(A_1),\) the equation derived is

\[
(u - U(A_1))^2 + (u - U(B_1))^2 = \tilde{P}_{i,j}^2
\]

Computing the discriminant \(\Delta\) of Equation (7) we have the steps described in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Solving locally the upwind scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. - If (\Delta \geq 0,) (u) should be the largest solution of Equation (7);</td>
</tr>
<tr>
<td>• If the hypothesis (u \geq U(B_1)) is wrong, go to 2;</td>
</tr>
<tr>
<td>• If this value is larger than (U(B_1),) this is the solution;</td>
</tr>
<tr>
<td>- If (\Delta &lt; 0,) (B_1) has an action too large to influence the solution. It means</td>
</tr>
<tr>
<td>that (u \geq U(B_1)) is false. Go to 2;</td>
</tr>
<tr>
<td>Simple calculus can replace case 1 by the test:</td>
</tr>
<tr>
<td>Ibis. If (\tilde{P}_{i,j} &gt; U(B_1) - U(A_1),)</td>
</tr>
</tbody>
</table>
|   \[
u = \frac{U(A_1) + U(B_1) + \sqrt{\tilde{P}_{i,j}^2 - (U(B_1) - U(A_1))^2}}{2} \]
|   is the largest solution of Equation (7) |
|   else go to 2; |
| 2. Considering that we have \(u < U(B_1)\) and \(u \geq U(A_1),\) we finally have |
|   \(u = U(A_1) + \tilde{P}_{i,j}.)\) |

Thus it needs only one pass over the image. To perform efficiently these operations in minimum time, the Trial points are stored in a min-heap data structure (see details in [16]). Since the complexity of the operation of changing the value of one element of the heap is bounded by a worst-case bottom-to-top proceeding of the tree in \(O(\log_2 P),\) the total work is bounded \(O(P \log_2 P)\) for the Fast Marching on a grid with \(P\) nodes.

3 Finding Multiple Contours from a Set of Key Points \(p_k\)

The method of [6], detailed in the previous section allows to find a minimal path between two endpoints. We are now interested in finding many or all contours in an image. A first step for multiple contours finding in an image is to assume we have a set of points \(p_k\) given on the image and then find contours passing through these points. We assume the points are either given by a preprocessing or by the user. We propose to find the contours as a set of minimal paths that link pairs of points among the \(p_k\)’s. If we also know which pairs of points have to be linked together, finding the whole set of contours is a trivial application of the previous section. This would be similar to the method in [10] which used a dynamic programming (non consistent, see [6]) approach to find the paths between successive points given by the user. The problem we are interested in
here is also to find out which pairs of points have to be connected by a contour. Since the set of points $p_k$’s is assumed to be given unstructured, we do not know in advance how the points connect. This is the key problem that is solved here using a minimal action map.

### 3.1 Main Ideas of the Approach

Our approach is similar to computing the distance map to a set of points and their Voronoi diagram. However, we use here a weighted distance defined through the potential $P$. This distance is obtained as the minimal action with respect to $P$ with zero value at all points $p_k$. Instead of computing a minimal action map for each pair of points, as in Section 2, we only need to compute one minimal action map in order to find all paths. At the same time the action map is computed we determine the pairs of points that have to be linked together. This is based on finding meeting points of the propagation fronts. These are saddle points of the minimal action $\mathcal{U}$. In Section 2, we said that calculation of the minimal action can be seen as the propagation of a front through equation (4). Although the minimal action is computed using fast marching, the level sets of $\mathcal{U}$ give the evolution of the front. During the fast marching algorithm, the boundary of the set of alive points also gives the position of the front. In the previous section, we had only one front evolving from the starting point $p_0$. Since all points $p_k$ are set with $\mathcal{U}(p_k) = 0$, we now have one front evolving from each of the starting points $p_k$. In what follows when we talk about front meeting, we mean either the geometric point where the two fronts coming from different $p_k$’s meet, or in the discrete algorithm the first alive point which connects two components from different $p_k$’s (see Figures 3 and 4).

Our problem is related to the approach presented at the end of [6] in order to find a closed contour. Given only one end point, the second end point was found as a saddle point. This point is where the two fronts propagating both ways meet. Here we use the fact that given two end points $p_1$ and $p_2$, the saddle point $S$ where the two fronts starting from each point meet can be used to find the minimal path between $p_1$ and $p_2$. Indeed, the minimal path between the two points has to pass by the meeting point $S$. This point is the point half way (in energy) on the minimal path between $p_1$ and $p_2$. Backpropagating from $S$ to $p_1$ and then from $S$ to $p_2$ gives the two halves of the path. This is in fact an approximation, due to some discretization error in finding the meeting point $S$. If high precision is needed, a subpixel location of saddle points can be made based on the final energy map. In order to get the precise minimal path between the two points, we could also backpropagate from the second point to the first as in Section 2, but computation time would be then much increased.

### 3.2 Some Definitions

Here are some definitions that will be used in what follows.

- For a point $p$ in the image, we note $\mathcal{U}_p$ the minimal action obtained by Fast Marching with potential $\hat{P}$ and starting point $p$. 

Fig. 3. Ellipse example with four points. On the left the incomplete ellipse as potential and four given points; on the right the minimal action map (random LUT to show the level sets) from these points

- \( X \) being a set of points in the image, \( \mathcal{U}_X \) is the minimal action obtained by Fast Marching with potential \( \bar{P} \) and starting points \( \{p, p \in X\} \). This means that all points of \( X \) are initialized as alive points with value 0 and all their 4-connexity neighbors are trial points. This is easy to see that \( \mathcal{U}_X = \min_{p \in X} \mathcal{U}_p \).
- The region \( R_k \) associated with a point \( p_k \) is the set of points \( p \) of the image closer in energy to \( p_k \) than to other points \( p_j \). This means that minimal action \( \mathcal{U}_{p_k} \leq \mathcal{U}_{p_j}, \forall j \neq k \). Thus, if \( X = \{p_j, 0 \leq j \leq N\} \), we have \( \mathcal{U}_X = \mathcal{U}_{p_k} \) on \( R_k \) and the computation of \( \mathcal{U}_X \) is the same as the simultaneous computation of each \( \mathcal{U}_{p_k} \) on each region \( R_k \). These are the simultaneous fronts starting from each \( p_k \).
- The region index \( r \) is \( r(p) = k, \forall p \in R_k \). (Voronoi Diagram for weighted distance).
- A saddle point \( S(p_i, p_j) \) between \( p_i \) and \( p_j \) is the first point where the front starting from \( p_i \) to compute \( \mathcal{U}_{p_i} \) meets the front starting from \( p_j \) to compute \( \mathcal{U}_{p_j} \); At this point, \( \mathcal{U}_{p_i} \) and \( \mathcal{U}_{p_j} \) are equal and this is the smallest value for which they are equal.
- Two points among the \( p_k \)'s will be called linked neighbors if they are selected to be linked together. The way we choose to link two points is to select some saddle points. Thus points \( p_i \) and \( p_j \) are linked neighbors if their saddle point is among the selected ones.

3.3 Saddle Points and Reconstruction of the Set of Curves

The main goal of our method is to obtain all significant paths joining the given points. However, each point should not be connected to all other points, but
only to those that are closer to them in the energy sense. In order to form closed curves, each point \( p_k \) should not have more than two \textit{linked neighbors}. The criteria for two points \( p_i \) and \( p_j \) to be connected is that their fronts meet before other fronts. It means that their \textit{saddle point} \( S(p_i, p_j) \) has lower action \( U \) than the \textit{saddle points} between these points and other points \( p_k \). The fact that we limit each \( p_k \) to have no more than two connections makes it possible that some points will have only one or no connection. This helps removing some isolated \textit{spurious points} or getting different closed curves not being connected together. We illustrate this in the example of Figure 6 where one of the \( p_k \) is not linked to any other point since all the other points already have two linked neighbors. In case we also need to have T-junctions, the algorithm can be used with a higher number of linked neighbors allowed for each endpoint or we may connect together all possible points as in Section 4.3. A non symmetric relation may also be used to link each point to the closest or the two closest ones, regardless of whether these have already two or more neighbors. In the example of Figure 6, such an approach would link the spurious points with the circles. Postprocessing would be needed to remove undesired links, based on high energy for example.

Once a \textit{saddle point} \( S(p_i, p_j) \) is found and selected, backpropagation relatively to final energy \( U \) should be done both ways to \( p_i \) and to \( p_j \) to find the two halves of the path between them. We see in Figure 5 this backpropagation at each of the four \textit{saddle points}. At a saddle point, the gradient is zero, but the direction of descent towards each point are opposite. For each backpropagation, the direction of descent is the one relative to each region. This means that in order to estimate the gradient direction toward \( p_i \), all points in a region different from \( R_i \) have their energy put artificially to \( \infty \). This allows finding the good direction for the gradient descent towards \( p_i \). However, as mentioned earlier, these backpropagations have to be done only for selected \textit{saddle points}. In the fast marching algorithm we have a simple way to find \textit{saddle points} and update the \textit{linked neighbors}.

As defined above, the \textit{region} \( R_k \) associated with a point \( p_k \) is the set of points \( p \) of the image such that minimal energy \( U_{p_k}(p) \) to \( p_k \) is smaller than all
the $U_{p_j}(p)$ to other points $p_j$. The set of such regions $R_k$ covers the whole image, and forms the Voronoi diagram of the image (see figure 5). All saddle points are at a boundary between two regions. For a point $p$ on the boundary between $R_j$ and $R_k$, we have $U_{p_j}(p) = U_{p_k}(p)$. The saddle point $S(p_k, p_j)$ is a point on this boundary with minimal value of $U_{p_k}(p) = U_{p_j}(p)$. This gives us a rule to find the saddle points during the fast marching algorithm.

Each time two fronts coming from $p_k$ and $p_j$ meet for the first time, we define the meeting point as $S(p_k, p_j)$. This means that we need to know for each point of the image from where it comes. This is easy to keep track of its origin by generating an index map updated at each time a point is set as alive in the algorithm. Each point $p_k$ starts with index $k$. Each time a point is set as alive, it gets the same index as the points it was computed from in formula (6). In that formula, the computation of $U_{i,j}$ depends only on at most two of the four pixels involved. These two pixels, said $A_1$ and $B_1$, have to be from the same region, except if $(i, j)$ is on the boundary between two regions. If $A_1$ and $B_1$ are both alive and with different indexes $k$ and $l$, this means that regions $R_k$ and $R_l$ meet there. If this happens for the first time, the current point is set as the saddle point $S(p_k, p_l)$ between these regions. A point on the boundary between $R_k$ and $R_l$ is given the index of the neighbor point with smaller action $A_1$. At the boundary between two regions there can be a slight error on indexing. This error of at most one pixel is not important in our context and could be refined if necessary.

### 3.4 Algorithm and Results

The algorithm for this section is described in Table 3 and illustrated in figures 3 and 5. When there is a large number of $p_k$’s, this does not change much the
Algorithm with previously defined \( p_k \)

- Initialization:
  - \( p_k \)'s are given
  - \( \forall k, V(p_k) = 0; r(p_k) = k; p_k \) alive.
  - \( \forall p \notin \{p_k\}, V(p_k) = \infty; r(p) = -1; \) is far except 4-connexity neighbors of \( p_k \)'s that are trial with estimate \( U \) using Eqn. (6).
- Loop for computing \( V = U_{\{p_k, 0 \leq k \leq N\}} \):
  - Let \( p = (i_{min}, j_{min}) \) be the Trial point with the smallest action \( U \);
  - Move it from the Trial to the Alive set with \( V(p) = U(p) \);
  - Update \( r(p) \) with the same index as point \( A_1 \) in formula (6). If \( r(A_1) \neq r(B_1) \) and we are in case 1 of Table 2 where both points are used and if this is the first time regions \( r(A_1) \) and \( r(B_1) \) meet, \( S(p_{r(A_1)}, p_{r(B_1)}) = p \) is set as a saddle point between \( p_{r(A_1)} \) and \( p_{r(B_1)} \). If these points have not yet two linked neighbors, they are put as linked neighbors and \( S(p_{r(A_1)}, p_{r(B_1)}) = p \) is selected.
  - For each neighbor \( (i, j) \) (4-connexity) of \( (i_{min}, j_{min}) \):
    * If \( (i, j) \) is Far, add it to the Trial set and compute \( U \) using Eqn. (6);
    * If \( (i, j) \) is Trial, recompute the action \( U_{i, j} \), and update it.
- Obtain all paths between selected linked neighbors by backpropagation each way from their saddle point (see Section 3.3).

computation time of the minimal action map, but this makes more complex dealing with the list of linked neighbors and saddle points. This may generate more conflicting neighbor points, and due to the constraint of having at most two linked neighbors, some gaps may remain between contours. The method can be applied to a whole set of edge points or points obtained through a preprocessing. However, choosing few key points simplifies the computation of saddle points and linked neighbors and the geometry of the paths. When there are few key points, they are not too close to each other. Finding all paths from a given set of points is interesting in the case of a binary potential defined, like in Figure 3, for perceptual grouping. It can be used as well when a special preprocessing is possible, either on the image itself to extract characteristic points or on the geometry of the initial set of points to choose more relevant points. In [2] we give a way to find automatically a set of key points from a larger set of “admissible points”.

We show in figure 6 the results of the approach for the data given in figure 1. We show in figure 7 an application of our approach combined with the saliency map of [11]. In such an example, the given dots are too few to enable finding the ellipse as a minimal path. Indeed, taking two opposite points on the ellipse, the minimal path between them will not be along the ellipse but rather along a straight line. By passing through low potential points (in black) along the ellipse, the path will also pass through more points with high potential (background in white). Thus applying the method of [11] gives a saliency map that is much more dense than the original image. Taking the saliency map as potential, our
approach allows finding the whole ellipse as a set of minimal paths between points determined automatically. The set of points to be linked here can be either the initial set of points of the original image or the set of points obtained by thresholding the saliency map. We can also find the ellipse by looking for ridge curves on the saliency map but there are many spurious ridge curves obtained.

4 Extension to Finding Multiple Contours from a Set of Connected Components

4.1 Minimal Path between Two Regions

The method of [6], detailed in the previous section allows to find a minimal path between two endpoints. This is a straightforward extension to define a minimal path between two regions of the image. Given two connected regions of the image $R_0$ and $R_1$, we consider $R_0$ as the starting region and $R_1$ as a set of end points. The problem is then finding a path minimizing energy among all paths with start point in $R_0$ and end point in $R_1$. The minimal action is now defined by

$$
\mathcal{U}(p) = \inf_{A_{R_0, p}} E(C) = \inf_{p_0 \in R_0} \inf_{p \in A_{p_0, p}} E(C)
$$

where $A_{R_0, p}$ is the set of all paths starting at a point of $R_0$ and ending at $p$. This minimal action can be computed the same way as before in Table 1, with the alive set initialized as the whole set of points of $R_0$, with $\mathcal{U} = 0$ and trial points being the set of 4-connexity neighbors of points of $R_0$ that are not in $R_0$. Backpropagation by gradient descent on $\mathcal{U}$ from any point $p$ in the image will give the minimal path that join this point with region $R_0$. 
In order to find a minimal path between region $R_1$ and region $R_0$, we determine a point $p_1 \in R_1$ such that $U(p_1) = \min_{p \in R_i} U(p)$. We then backpropagate from $p_1$ to $R_0$ to find the minimal path between $p_1$ and $R_0$, which is also a minimal path between $R_1$ and $R_0$.

4.2 Minimal Paths from a Set of Connected Components

Here, our approach is to compute the distance map to a set of unstructured set of points where connected points are considered as regions, using a weighted distance defined through the potential $P$. The set of paths is obtained with the minimal action with respect to $P$ with zero value at all regions $R_k$. This method has the same possibilities as the one presented in section 3, as we only need to compute one minimal action map in order to find all paths. In the same way, we find the saddle points between each pair of propagating fronts from two regions $R_1$ and $R_2$. And we compute the minimal paths between two regions $R_1$ and $R_2$ by back-propagating from each selected saddle-point until we meet a pixel belonging respectively to regions $R_1$ and $R_2$. The notion of linked neighbors is extended to linked regions. More details can be found in [3].

4.3 Connecting All Regions with Minimal Paths

The goal here is to connect all regions, but only to those that are closer to them in the energy sense. In Section 3, we were looking for closed contours from a set of points, and had constraints on the maximal number of linked neighbors. In the application we show below, we are interested in connecting all initial given points through a path. In this case we also need to have T-junctions, for reconstructing tree-like structures, therefore the algorithm can be used with a higher number of linked regions allowed for each region, as said for the end points in Subsection 3.3. The constraint we use now is to avoid creating a closed contour when connecting two regions. This is obtained through the definition of cycles and cycle tests.

A cycle is a sequence of different regions $R_k, 1 \leq k \leq K$, such that for $1 \leq k \leq K - 1$, $R_k$ and $R_{k+1}$ are linked regions and $R_K$ and $R_1$ are also linked regions. A cycle test can be easily implemented using a recursive algorithm. When two regions $R_i$ and $R_j$ are willing to be connected - i.e. that their fronts meet - a table storing the connectivity between each region enables to detect if a connection already exists between those regions. Having $N$ different regions, we fill a matrix $M(N, N)$ with zeros, and each time two regions $R_i$ and $R_j$ meet for the first time, we set $M(i, j) = M(j, i) = 1$. Thus, when two regions meet, we apply the algorithm detailed in Table 4.

If two regions are already connected, the pixel where their fronts meet is not considered as a valuable candidate for back-propagation.

The algorithm stops automatically when all regions are connected.

Once a saddle point between any region $R_i$ and $R_j$ is found and selected, back-propagation relatively to final energy $U$ should be done both ways to $p_i$.
Table 4. Cycle detection

Algorithm for Cycle detection when a region $R_i$ meets a region $R_j$:

$\text{Test}(i, j, M, i)$; with

$\text{Test}(i, j, M, l)$;

- if $M(l, j) = 1$, return 1;
- else
  - count = 0;
  - for $k \in [1, N]$ with $k \neq i, k \neq j, k \neq l$
    - if $M(k, j) = 1$, count += $\text{Test}(j, k, M, l)$;
  - return count;

and to $p_j$, the first points belonging to respectively $R_i$ and $R_j$, during the backpropagation algorithm.

4.4 Medical Application

The method can be applied to connected components from a whole set of edge points or points obtained through a preprocessing. Finding all paths from a given set of points is interesting in the case of a binary potential defined, like in Figure 3, for perceptual grouping. It can be used as well when a special preprocessing is possible, either on the image itself to extract characteristic points or on the geometry of the initial set of points to choose more relevant points. We show in Figure 8 an example of application for a hip medical image where we are looking for vessels. Potential $P$ is defined using ideas from [9] on vesselness filter.

For this, we propose to extract valuable information from this dataset, computing a multiscale vessel enhancement measure, based on the work of [9] on ridge filters. Having extracted the two eigenvalues of the Hessian matrix computed at scale $\sigma$, ordered $|\lambda_1| \leq |\lambda_2|$, we define at each pixel a vesselness function

$$\nu(\sigma) = \begin{cases} 0, & \text{if } \lambda_2 \geq 0 \\ \exp \frac{-R_B^2}{2\beta^2} (1 - \exp \frac{-S^2}{2e^2}) & \end{cases}$$

where $R_B = \frac{|\lambda_1|}{|\lambda_2|}$, and $S = \sqrt{\lambda_1^2 + \lambda_2^2}$. See [9] for a detailed explanation of the settings of each parameter in this measure. Using this information computed at several scales, we can take as new image the maximum of the response of the filter across all scales. In figure 8-top right you can observe the response of the filter, based on the Hessian information.

And we can easily give a very constrained threshold of this image, that will lead to sets of unstructured pixels that surely belong to the anatomical object of interest, as shown in figure 8-bottom left. Figure 8-bottom right shows the set of completion paths obtained that link all given connected components together.
Fig. 8. Medical Image. First line: original image and vesselness potential; Second line: from the set of regions obtained from thresholding of potential image, our method finds links between these regions as minimal paths with respect to the potential.

5 Conclusion

We presented a new method that finds a set of contour curves in an image. It was applied to perceptual grouping to get complete curves from a set of noisy contours or edge points with gaps. The technique is based on previous work of finding minimal paths between two end points [6]. However, in our approach, we do not need to give the start and end points as initialization. In a first method, given a set of key points, we found the pairs of key points that had to be linked by minimal paths. Once saddle points between pairs of points are found, paths are drawn on the image from the selected saddle points to both points of each pair. This gives the minimal paths between selected pairs of points. The whole set of paths completes the initial set of contours and allows to close these contours. In a second method, we compute the whole set of paths between unstructured regions in the image. We illustrate this approach with a medical image application.
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Abstract. Algorithms for tracking generic 2D object boundaries in a video sequence should not make strong assumptions about the shapes to be tracked. When only a weak prior is at hand, the tracker performance becomes heavily dependent on its ability to detect image features; to classify them as informative (i.e., belonging to the object boundary) or as outliers; and to match the informative features with corresponding model points. Unlike simpler approaches often adopted in tracking problems, this work looks at feature classification and matching as two unsupervised learning problems. Consequently, object tracking is converted into a problem of dynamic clustering of data, which is solved using competitive learning algorithms. It is shown that competitive learning is a key technique for obtaining accurate local motion estimates (avoiding aperture problems) and for discarding the outliers. In fact, the competitive learning approach shows several benefits: (i) a gradual propagation of shape information across the model; (ii) the use of shape and noise models competing for explaining the data; and (iii) the possibility of adopting high dimensional feature spaces containing relevant information extracted from the image. This work extends the unified framework proposed by the authors in [1].

1 Introduction

Object tracking has attracted the attention of researchers over the last three decades. Several approaches have been proposed to address this problem. One popular approach consists of using a continuous description of the object boundary (e.g., using a parametric curve) attracted by discrete features detected in the image (e.g., edge points) [2,7]. Two problems make this approach difficult. First, it is not easy to associate image points to model points. This matching problem is usually addressed by recursive suboptimal techniques [4]. Second, only a subset of the detected features is associated to the boundary of the object to be tracked. Many of the detected features are associated to inner edges or to the background edges, and should therefore be considered as outliers. The outlier
classification is not easy. This problem is similar to the false alarm problem in 
radar processing [3], although there are some differences: in tracking, the 
percentage of outliers is usually higher and they are not uniformly distributed in 
space. In fact, they tend to cluster along strokes.

One way to circumvent the matching problem is by using model driven fea-
ture detection methods. In this case, the model boundary is sampled and an 
image feature is searched in the vicinity of each model sample (e.g., using a uni-
directional search along a direction orthogonal to the object boundary) [16,6]. 
This approach avoids the matching problem but it makes feature detection de-
pendent on the initial estimate of the model boundary, obtained by prediction. 
The tracker will perform well while the object motion and shape is highly pre-
dictable but it fails in the presence of rapid motion or shape changes [13].

The presence of invalid features (outliers) is also a major source of difficulties. 
Most trackers use ad hoc techniques to separate good features from the outliers 
e.g., by discarding those features which are far from the object boundary [8]. 
Again, since we do not know the exact location of the object boundary and rely 
on estimates only, the performance of such techniques becomes dependent on the 
initial model obtained by prediction and fails in the case of inaccurate prediction 
results.

This paper addresses data matching and outlier segmentation using unsupervised 
learning techniques. A class of methods is presented which extends several 
well known algorithms (Kohonen maps, elastic nets, snakes, fuzzy c-means) and 
allows the design of new methods. All these methods represent the image fea-
tures by a small number of centroids which are easily associated to model points. 
Matching is therefore achieved in this way while the outlier segmentation is per-
fomed during the unsupervised learning process.

This paper extends the work presented in [1] and is organized as follows: 
section 2 formulates the problem; section 3 describes a unified framework for 
shape estimation, which adopts centroid-based approaches for data matching; 
outlier rejection is discussed in section 4; experimental results are presented in 
sections 3 and 4; section 5 concludes the paper with a discussion of the proposed 
techniques.

2 Problem Formulation

Let \( x(s) = (x_1(s), x_2(s)) \) denote a 2D curve belonging to the admissible shape 
space

\[
A = \{x(s) : x(s) = H(s) \theta\}
\]

where \( H(s) \) is a known \( 2 \times N \) matrix with shape basis functions and \( \theta \) is a 
\( N \times 1 \) vector of coefficients. Since the curve \( x \) depends on \( \theta \), it will be denoted as 
\( x(s, \theta) \). Several sets of basis functions can be used to define the admissible shape 
space, such as splines, sinc or sinusoidal functions [5]. Furthermore, this model 
also allows to represent the object boundary as a geometric transformation (e.g., 
affine transformation) of a reference shape [6].
In dynamic problems, it will be assumed that the object shape describes a trajectory in the admissible shape space, \( x(s, \theta^t) \). The evolution of \( \theta^t \) is described by a dynamic model, e.g., a stochastic difference equation. The estimation of the model parameters from an image sequence is achieved by solving an optimization problem

\[
\hat{\theta}^t = \arg \min_{\theta} E(\theta, Y^t)
\]

(2)

where

\[
E(\theta, Y^t) = E_r(\theta) + E_d(\theta, Y^t)
\]

(3)

is an energy function with a data dependent term and a regularization term, and \( Y^t = \{y_1, \cdots, y_P \} \) denotes the visual features detected at time \( t \), e.g., the 2D coordinates of boundary points detected in the image.

The energy function is the sum of two competing terms: a regularization term and a data dependent term. The regularization term is low as long as the shape trajectory is well described by the dynamic model (i.e., while the object shape is close to the predicted shape) and increases as the shape evolution deviates from the predicted shape. The role of the data dependent term, \( E_d \), is to evaluate the ability of the model to represent the observed data \( Y^t \).

The optimization problem defined above can also be interpreted as a MAP estimation of the object shape, assuming a Gibbs model for the joint density \( p(\theta, Y) \) [15].

### 2.1 Regularization Energy

It is often assumed that the object shape in a new frame \( t \) is close to a predicted shape, \( \tilde{x} \), with an isotropic and Gaussian uncertainty. In this case, the \( L_2 \) norm is used to define the regularization energy,

\[
E_r = \alpha_r \int \|x(s) - \tilde{x}(s)\|^2 ds
\]

(4)

where \( \alpha_r \) is a constant which controls the uncertainty level of the dynamic model. Using (1) and (4) it can be shown that

\[
E_r = \alpha_r (\theta - \bar{\theta})^T \mathcal{H}(\theta - \bar{\theta})
\]

(5)

where

\[
\mathcal{H} = \int H(s)^T H(s) ds
\]

(6)

is usually denoted as the metric matrix of the admissible shape space \( \mathcal{A} \).
Fig. 1. Shape estimation problem. (a) Known data matching; and (b) unknown data matching (predicted model shape is represented by the dashed line; model samples are represented by the circles and data features by cross marks).

2.2 Data Energy

Denote \( Y^t \) as the set of edge points detected in the \( t \)-th image. Ideally, we would like to detect image points belonging to the object boundary only. However, every practical edge detector also yields edge points produced by other objects present in the scene as well as inner edges produced by the object to be tracked. These points will be considered as outliers.

The data energy should measure the match between the image features and the object model (see fig. 1b)

\[
E_d = d(Y^t, x(\theta))
\]

(7)

where \( d \) is a distortion measure between both sets of points.

This raises two difficulties: first we should be able to discard the influence of outliers; second we should be able to define a 1-1 match between image features and model points. Both operations are difficult. We will address each of these problems in the next two sections.

3 Shape Estimation

This section addresses shape estimation from a set of edge points detected in the image. For the sake of simplicity, it will be assumed first that all the points belong to the boundary of the object to be tracked. Furthermore, the object boundary is assumed to be represented by a set of samples \( x(s_i), i = 1, \cdots, M \).

Two cases will be considered below (see fig. 1). First we will assume that there is a known 1-1 matching between the model points and the image features, i.e., each edge point detected in the image is matched to a known contour sample. This situation occurs when feature extraction is model driven, e.g., when the image features are detected by unidimensional search procedures along directions normal to the object contour. Second, we will discuss the case of unknown matching. This situation occurs in image driven feature detection methods in which the number of image features is much higher than the number of model samples.
3.1 Known Matching

Let $x(s_i), i = 1, \cdots, M$ be the samples of the predicted contour and let $y_i \in \mathbb{R}^2, i = 1, \cdots, M$ be the corresponding image features (see fig. 1a). Several metrics have been used to measure the difference between both sets of points, a popular solution being a weighted sum of the squared errors

$$E_d = \sum_{i=1}^{M} \frac{1}{2\sigma_i^2} \| y_i - x(s_i, \theta) \|^2$$

(8)

Parameters $\sigma_i$ assign a confidence degree to each observed feature. The estimation of the unknown vector parameters, $\theta$, is obtained by minimizing (8). Since the gradient of (8) is

$$\frac{\partial E_d}{\partial \theta} = \sum_{i} \frac{1}{\sigma_i^2} \mathcal{H}(s_i)^T (\mathcal{H}(s_i) \theta - y_i)$$

(9)

the optimal solution is

$$\hat{\theta}_d = S^{-1} Z$$

(10)

with

$$S = \sum_{i} \frac{1}{\sigma_i^2} \mathcal{H}(s_i)^T \mathcal{H}(s_i)$$

(11)

and

$$Z = \sum_{i} \frac{1}{\sigma_i^2} \mathcal{H}(s_i)^T y_i$$

(12)

A minimum of $N/2$ features are needed to obtain a solution for the shape estimation problem (non singular matrix $S$). The minimization of the weighted least squares criterion (8) is equivalent to a maximum likelihood estimation of the unknown parameters, assuming that the image features are independent random variables with Gaussian distribution and omnidirectional uncertainty.

This model has two drawbacks: (i) it is not robust with respect to the presence of outliers (this problem will be addressed later); (ii) it can not be used in the case of unmatched data. The use of the regularization energy allows to alleviate these drawbacks when the number of outliers is small and most of the observations are correctly matched with model points.

The solution of the optimization problem (3) with regularization is given by

$$\hat{\theta} = (\alpha_r \mathcal{H} + S)^{-1} (\alpha_r \mathcal{H}\hat{\theta} + Z)$$

(13)

where matrices $S$ and $Z$ are defined in (11) and (12), respectively.
3.2 Unknown Matching

Let us now address the problem of shape estimation from a set of unmatched data points (see fig. 1b). This problem has been addressed by several authors [11,7,4]. We will focus on an unsupervised learning strategy, developed by the authors, denoted as Unified Framework [1]. This framework extends several well known algorithms such as snakes [11], Kohonen maps [12], elastic nets [10], fuzzy c-means [9], and allows the development of new ones.

Let \( x(s_i), i = 1, \cdots, M \) and \( y_j, i = 1, \cdots, P \) be the unmatched contour samples and image features, respectively. Since matching is unknown we will assume that each data feature is associated with all model samples with different confidence degrees (see fig. 2). The data energy adopted in this framework is given by (compare with (8))

\[
E_d = \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{P} w_{ij} \| y_j - x(s_i, \theta) \|^2
\]

(14)

where \( w_{ij} \) is the confidence degree associated to the tentative match between \( x(s_i) \) and \( y_j \). This expression includes, as special cases, the objective functions minimized by snakes, Kohonen maps, elastic nets and fuzzy c-means, i.e., all these methods belong to the unified framework (see details in [1]). The weights \( w_{ij} \) associated with these methods are defined in table 1. Other choices for \( w_{ij} \) are also possible allowing the development of other shape estimation algorithms.

The optimization of energy (14) can be achieved by evaluating its gradient,

\[
\frac{\partial E_d}{\partial \theta} = \sum_i \mu_i H(s_i)^T (H(s_i) \theta - \xi_i)
\]

(15)

where \( \xi_i \) and \( \mu_i \) are the centroid and the mass of the data associated with the \( i \)-th model sample, defined by

\[
\xi_i = \frac{\sum_j \vartheta_{ij} y_j}{\sum_j \vartheta_{ij}} \quad \mu_i = \sum_j \vartheta_{ij}
\]

(16)

The weight \( \vartheta_{ij} \) represents the influence of the \( j \)-th feature on the \( i \)-th model sample. The influence functions for each of the previous methods are defined in table 1. They are related with the confidence degrees by

\[
\vartheta_{ij} = w_{ij} + \sum_k d_{kj} \frac{\partial w_{kj}}{\partial d_{ij}}
\]

(17)

where \( d_{ij} = \| y_j - x(s_i) \|^2 \).

Figure 3 shows the influence functions and corresponding attraction regions (level set regions) in the case of a contour with a few samples. While the snake algorithm has omnidirectional attraction regions, the attraction regions of the other algorithms are no longer omnidirectional since they are influenced by the
Fig. 2. Tentative matching between data points and model samples (only a few samples are shown).

Table 1. Weighting functions of snakes, Kohonen maps, elastic nets, fuzzy c-means and crisp c-means. Note that $d_{ij} = \|x(s_i) - y_j\|^2$, $\phi_\sigma(d_{ij}) = \exp(-d_{ij}/2\sigma^2)$, $i^*(j)$ denotes the index of the model sample nearest to $y_j$, $q$ controls the degree of fuzzyness, $\delta$ is the Kronecker function and $\Lambda_r$ is the neighborhood function used in Kohonen maps.

<table>
<thead>
<tr>
<th></th>
<th>$w_{ij}$</th>
<th>$g_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snakes</td>
<td>$2\sigma^2 \frac{1 - \phi_\sigma(d_{ij})}{d_{ij}}$</td>
<td>$\phi_\sigma(d_{ij})$</td>
</tr>
<tr>
<td>Kohonen maps</td>
<td>$\Lambda_r(i, i^*(j))$</td>
<td>$\Lambda_r(i, i^*(j))$</td>
</tr>
<tr>
<td>Elastic nets</td>
<td>$-\frac{2\sigma^2}{M} \log \sum_k \phi_\sigma(d_{kj}) / d_{ij}$</td>
<td>$\frac{\phi_\sigma(d_{ij})}{\sum_k \phi_\sigma(d_{kj})}$</td>
</tr>
<tr>
<td>Fuzzy C-means</td>
<td>$(\sum_k \left( \frac{d_{ij}}{d_{kj}} \right)^{\frac{1}{q-1}})^{-q}$</td>
<td>$(\sum_k \left( \frac{d_{ij}}{d_{kj}} \right)^{\frac{1}{q-1}})^{-q}$</td>
</tr>
<tr>
<td>C-means</td>
<td>$\delta(i - i^*(j))$</td>
<td>$\delta(i - i^*(j))$</td>
</tr>
</tbody>
</table>

location of the neighboring contour samples. This is due to presence of competitive learning mechanisms — the model samples compete to represent the data.

Comparing (15) with (9) it can be concluded that the centroids play the role of the observations, $y_i$, and the masses play the role of $(\sigma_i^2)^{-1}$, in the known matching case. Therefore, the solution for the minimization problem (14) is still given by (10), with

$$S = \sum_i \mu_i H(s_i)^T H(s_i)$$  \hspace{1cm} (18)

and

$$Z = \sum_i \mu_i H(s_i)^T \xi_i$$  \hspace{1cm} (19)

Since the $\mu_i, \xi_i$ depend on the initial contour estimate, an iterative process is usually adopted to estimate the object boundary. The algorithm is summarized in table 2.
Table 2. Pseudo-code for the centroid-based tracking algorithm.

Predict model shape
Repeat
    Compute M samples of the model shape.
    Evaluate centroids and masses using (16)
    Estimate model parameters using (18, 19) in (13) (or in (10)).
Until a pre-defined number of iterations is performed

Fig. 3. Influence functions and attraction regions of (a) snakes, (b) elastic nets, (c) c-means, (d) fuzzy c-means and (e) Kohonen maps.

The next two examples illustrate the role played by the competitive learning mechanisms in shape estimation. It is emphasized that the use of competitive learning improves the solution of the matching problem.
motion vector:

Fig. 4. Tracking example: (a) initial contour (dashed line) and data points (solid line); (b) nearest neighbor matching; and (c, d) centroid based matching (fuzzy c-means) after (c) 6 and (d) 200 iterations (the updated shapes are not shown).

Example 1

Figure 4a shows the example of an object undergoing a uniform motion. The samples of the predicted shape are represented by small circles and the observed data by a solid line representing a large number of edge points. The motion vector is represented by an arrow. Figure 4b shows a tentative matching between the model points and observed data using the nearest neighbor criterion, used for example in the ICP algorithm [4]. The displacement vectors associated with each match are not consistent, therefore leading to erroneous alignment results. Figures 4c,d show the centroid locations obtained with the fuzzy c-means after 6 and 200 iterations. Although the shape estimate was updated during the optimization process, only the initial position of the model is shown for the sake of simplicity. It is stressed that consistent displacement vectors are now obtained (see fig. 4d) due to the presence of the competitive learning mechanisms which avoid having the same data represented by different model samples.

Example 2

Figure 5 compares the ability of 6 different data association methods to recover (or not) from a large prediction error. In this figure the initial model configuration (predicted shape) is represented by a dashed line, the edge data is represented by a solid line and the association process is visualized by the segments
joining model samples with data centroids (small circles). It is observed that the methods without competitive learning (snakes and nearest neighbor; see figs. 5a,f) fail to match the data points with the correct model samples. In fact, different model points are attracted toward the same data features and the shape of the model configuration (not shown in the figure) will collapse after a few iterations. Data association methods with competitive learning show clear improvements. All these methods manage to attract the upper and lower boundary of the model towards centroids located in the correct directions (see figs. 5b-e). As the number of iterations increases the matching accuracy gradually improves (see fig. 6 for the case of fuzzy c-means).
4 Robust Data Association

Previous methods work well when the boundary edges are segmented from background and inner edges (outliers). However, these methods fail when such edges are not removed (see fig. 7). The problem is even more severe in the case of competitive learning methods with unbounded attraction regions.

Two methods will be used in the sequel to overcome these difficulties. The first consists of segmenting the data as valid or invalid. This will be performed by a soft decision process involving the concept of noise plane. The second approach consists of using extended features i.e., feature vectors with dimension higher than two which contain the edge coordinates as before and additional properties of the image in the vicinity of the edge point (e.g., color, gradient direction). A feature will attract a model point if they are close in the high dimension space i.e., if they are close in the image plane and furthermore if the other properties match. This provides an additional criterion which allows to discard the influence of the outliers. The use of extended features was advocated by a number of authors [17,14]. Both methods can be implemented in the scope of the unified framework as shown below by introducing minor changes in the energy function (14).

4.1 Noise Plane

The detected edges which are far from the predicted contour should have a low confidence degree since the probability of belonging to the object boundary is low. Methods with unbounded attraction regions cannot cope with this situation: far away edges will have a strong influence on the final shape estimate. To overcome this difficulty a virtual model sample, $x(s_{M+1})$, will be defined in such a way that $d_{M+1,3} = \eta$, i.e., the distance of this additional sample to all image features is constant. The virtual sample $x(s_{M+1})$ is not a 2D point. Instead, it can be interpreted as a plane parallel to the image plane, which competes with the model samples to represent the data (see fig. 8). Points which are close to the object model will be represented by ordinary model samples while points far from
the predicted shape will be best approximated by the noise plane. Therefore, the data energy becomes

\[ E_d = \frac{1}{2} \sum_{i=1}^{M+1} \sum_{j=1}^{P} w_{ij} ||y_j - x(s_i)||^2 \]  (20)

where the confidence degrees \( w_{ij} \) are still given by the expressions in table 1.

Figure 9 shows the effect of the noise plane on the attraction regions of fuzzy c-means for different values of \( \eta \): (a) large, (b) medium and (c) small.

Figure 10 shows the oval shape estimation problem, previously discussed in this section (see figs. 5 and 6), but now with an additional difficulty: the presence of outliers. This problem is not easy since the predicted shape is far from the true object boundary and it is closer to outliers detected in the image. Furthermore, we can not benefit from imposing a rigid model shape since we allow the predicted shape to deform. Despite these difficulties the fuzzy c-means algorithm with noise plane manages to estimate the object boundary well and
to discard the incorrect data. These results were obtained in two stages, each one with a different value for $\eta$: a large value during the first 20 iterations and a much smaller one during the last 20. The first stage (with large $\eta$) allows a global convergence of the model towards the data, while the second stage (with small $\eta$) refines the solution.

### 4.2 Extended Features

The noise plane efficiently discards edges which are far from the predicted shape but it is useless for discarding close edge points. An additional technique must be devised for dealing with such cases.

Until this point only edge information was used to estimate the object boundary. The unified framework is easily extended to feature spaces of arbitrary dimension which may include color, texture and gradient information as well. The energy function in such case is given by

$$E_d = \frac{1}{2} \sum_i \sum_j w_{ij} \| \tilde{y}_j - \tilde{x}(s_i, \theta) \|^2$$

where $\tilde{x}(s_i, \theta) \in \mathbb{R}^{2+K}$ and $\tilde{y}_j \in \mathbb{R}^{2+K}$, $K$ being the number of additional features associated with each model or image point, respectively. To be more specific, $\tilde{x}(s_i) = [x(s_i)^T, t_i^1 \ldots t_i^K]^T$ and $\tilde{y}_j = [y_j^T, f_j^1 \ldots f_j^K]$, where $t_i^1, \ldots, t_i^K$ denote the $K$ feature values associated with the $i$-th model point, $x(s_i, \theta)$, and $f_j^1, \ldots, f_j^K$, the corresponding feature values, obtained at $y_j$, using a set of adequate image feature extractors.

Since the gradient of the new energy (21) is similar to (15), the centroids and masses being computed by (16) as before, parameter estimation is still performed by the algorithm described in section 3.2 (see table 2). The weights $\vartheta_{ij}$ are defined in table 1 with $d_{ij}$ replaced by $\tilde{d}_{ij} = \| \tilde{y}_j - \tilde{x}(s_i, \theta) \|^2$. We note that the centroids are still 2D vectors. The additional features only influence the weighting functions $\vartheta_{ij}$, e.g., if the properties associated with an image feature and a model sample are different, then the weighting function $\vartheta_{ij}$ will be negligible, even if they are close in the image plane. For example, the RGB components or
the gradient direction in the vicinity of an edge point can be used as extended features. In that case, the model samples \( \hat{x}(s_i, \theta) \) will only be attracted by image features with similar color and gradient direction. This allows to discriminate among features belonging to different objects present in the scene, therefore increasing the ability of the model to discard outliers.

Figure 11 shows an example of grain boundary estimation in a ceramic material using extended features. These images were obtained with a scanning electron microscope (SEM images). This is an example in which the use of noise plane is not enough to succeed in estimating the grain boundaries. In this case, the feature vector was extended with two additional components: \( \cos(\theta), \sin(\theta) \), \( \theta \) being the gradient direction i.e., a unit vector orthogonal to the iso-intensity curve at each edge point. It can be observed from this example that the use of extended features allows to discriminate the edge points belonging to each grain from the edges of neighboring grains.

5 Conclusion

This paper addresses the tracking of moving objects from a set of visual features detected in the image. Most tracking systems rely on three basic steps: shape prediction, feature detection and contour update. Several methods have been proposed for each of these operations. Two key difficulties concern the association of image features to model points and the presence of outliers i.e., detected features which do not belong to the object to be tracked and should be eliminated.

To circumvent these difficulties many trackers adopt a model driven feature detection in which the predicted shape is used to guide the image analysis operations. This approach solves the matching problem since a single image feature is obtained for each model sample. However, it is strongly dependent on the prediction results. Therefore, good tracking results can only be obtained when the object motion and shape evolve according to slowly varying trajectories. This approach is suitable in some practical applications but it can not cope with the shape variability which occurs in many other problems.

In this work, a set of centroids is used to represent the data features detected in the image (e.g., edge points) using competitive learning techniques. The centroids are initialized by sampling the boundary of the predicted contour model. The initialization procedure creates a natural association among the centroids and model points, therefore circumventing the need of an explicit matching technique. It has been shown that competitive learning procedures used for the update of centroids play a key role in the improvement of the consistency of local matching between data features and model points.

A second problem which has been addressed in this paper concerns the robustness of the shape estimate in the presence of outliers. To alleviate this difficulty two techniques were proposed. The first method consists of using a noise model, denoted as noise plane, which reduces the scope of the attraction regions associated with each centroid: far away features will be discarded since they
Fig. 11. Segmentation of microscope image of ceramic material. (a) contour seeds; (b) extended features (edge points and gradient direction); (c, d) results obtained with (c) edge points only and with (d) extended features.

will not be able to attract the centroids. The second method consists of using extended features. A set of features, such as color, texture or gradient information, is associated with each model point. Only the image features with similar properties will be able to attract the corresponding model points. Therefore, the attraction mechanisms become much more selective allowing the elimination of outliers. This provides an efficient ground for performing data fusion in the scope of shape estimation and tracking.
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Abstract. We address the theoretical problems of optical flow estimation and image registration in a multi-scale framework in any dimension. Much work has been done based on the minimization of a distance between a first image and a second image after applying deformation or motion field. We discuss the classical multiscale approach and point out the problem of validity of the motion constraint equation (MCE) at lower resolutions. We introduce a new local rigidity hypothesis allowing to write proof of such a validity. This allows us to derive sufficient conditions for convergence of a new multi-scale and iterative motion estimation/registration scheme towards a global minimum of the usual nonlinear energy instead of a local minimum as did all previous methods. Although some of the sufficient conditions cannot always be fulfilled because of the absence of the necessary a priori knowledge on the motion, we use an implicit approach. We illustrate our method by showing results on synthetic and real examples (Motion, Registration, Morphing), including large deformation experiments.
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1 Introduction

Registration and motion estimation are one of the most challenging problems in computer vision, having uncountable applications in various domains [17,18,6,4,13,30]. These problems occur in many applications like medical image analysis, recognition, visual servoing, stereoscopic vision, satellite imagery or indexation. Hence they have constantly been addressed in the literature throughout the development of image processing techniques. For example (Figure 1) consider the problem of finding the motion in a two-dimensional images sequence. We then look for a displacement \((h_1(x_1, x_2), h_2(x_1, x_2))\) that minimizes an energy functional:

\[
\int \int |I_1(x, y) - I_2(x + h_1(x, y), y + h_2(x, y))|^2 \, dx \, dy.
\]
Next consider the problem of finding \((f_1(x_1, x_2), f_2(x_1, x_2))\) a rigid or non rigid deformation between two images (Figure 2), minimizing an energy functional:

\[
\int \int |I_1(x, y) - I_2(f_1(x, y), f_2(x, y))|^2 dx dy.
\]

Although most papers deal only with motion estimation or matching depending on the application in view, both problems can be formulated the same way and be solved with the same algorithm. Thus the work we present can be applied both to registration for a pair of images to match (stereo, medical or morphing) or motion field / optical flow for a sequence of images. In this paper we will focus our attention on these problems assuming grey level conservation between both images to be matched. Let us denote by \(I_1(x)\) and \(I_2(x)\) respectively the study and target images to be matched, where \(x \in D = [-\bar{M}, \bar{M}]^d \subset \mathbb{R}^d\), and \(d > 1\). In the following \(I_1\) and \(I_2\) are supposed to belong to the space \(C_0^1(D)\) of continuously differentiable functions vanishing on the domain boundary \(\partial D\). We will then assume there exists a homeomorphism \(f^*\) of \(D\) which represents the deformation such that:

\[
I_1(x) = I_2 \circ f^*(x), \forall x \in D.
\]

In the context of optical flow estimation, let us denote by \(h^*\) its associated motion field defined by \(h^* = f^* - Id\) on \(D\). We thus have:

\[
I_1(x) = I_2(x + h^*(x)). \tag{1}
\]

\(h^*\) is obviously a global minimum of the nonlinear functional

\[
E_{NL}(h) = \frac{1}{2} \int_D |I_1(x) - I_2(x + h(x))|^2 dx. \tag{2}
\]

We can deduce from (1) the well known Motion Constraint Equation (also called Optical Flow Constraint):

\[
I_1(x) - I_2(x) \simeq \nabla I_2(x), h^*(x), \forall x \in D. \tag{3}
\]
$E_{NL}$ is classically replaced in the literature by its quadratic version substituting the integrand with the squared difference between both left and right terms of the MCE, yielding the classical energy for the optical flow problem:

$$E_L(h) = \frac{1}{2} \int_D |I_1(x) - I_2(x) - <\nabla I_2(x), h(x)>|^2 dx.$$  

Here $\nabla$ denotes the gradient operator. Since the work of Horn and Schunk [17], MCE (3) has been widely used as a first order differential model in motion estimation and registration algorithms. In order to overcome the too low spatio-temporal sampling problem which causes numerical algorithms to converge to the closest local minimum of the energy $E_{NL}$ instead of a global one, Terzopoulos et al. [24,30] and Adelson and Bergen [8,29] proposed to consider it at different scales. This led to the popular coarse-to-fine minimizing technique [18,11,13,25,14]. It is based on the remark that MCE (3) is a first order expansion which is generally no longer valid with $h^*$ searched for. The idea is then to consider images at a coarse resolution and to refine iteratively the estimation process.

Using a regularizing kernel $G_\sigma$ at scale $\sigma$, Terzopoulos et al. [24,30] and Adelson and Bergen [8] were led to consider the following modified MCE:

$$G_\sigma * (I_1 - I_2)(x) \simeq <G_\sigma * \nabla I_2(x), h^*(x)>$$  

(4)

**Remark.**

One could also consider regularizing both left and right terms of the original MCE, yielding the following alternative:

$$G_\sigma * (I_1 - I_2)(x) \simeq G_\sigma * (<\nabla I_2, h^*>)(x)$$

At finest scales it can be shown that these two propositions are equivalent.

To our knowledge and despite the huge literature on these approaches, no theoretical error analysis can be found when such approximations are done. Though it has been reported from numerical experiments that the modified MCE was not performing well at very coarse scales, thus betraying its progressive lack of sharpness, many authors pointed out convergence properties of such algorithms towards a dominant motion in the case of motion estimation [7,11,10,21,9,16], or an acceptable deformation in the case of registration [13,25,26], even if the initial motion were large. It is widely assumed that deformation fields have some continuity or regularity properties, leading to the addition of some particular regularizing terms to the quadratic functional [17,5,30,3,2]. Let us emphasize on the modified MCE (4). We note $\tilde{h}$ the value of $h$ that reaches minimum for energy

$$\int |G_\sigma * (I_1 - I_2) - <G_\sigma * \nabla I_2, h>|^2 dx.$$  

(5)

This multiscale approach assumes that Eqn. (4) is “valid” at lower resolutions, which ensures that $\tilde{h}$ will be close to $h^*$. 
Fig. 2. Finding a non rigid deformation between two images

Although it may come from the fact that flattened images are always “more similar”, to our knowledge and despite the huge literature, no theoretical analysis can confirm this. Replacing $G_\sigma$ by a particular low pass filter $II_\sigma$ (here $\sigma \geq 0$ is proportional to the number of considered harmonics in the Fourier decomposition), we will address the problem of finding a linear operator $P^{I_1}_\sigma$ such that $P^{I_1}_\sigma(h^*)$ is close to $\Pi_\sigma \left(I_1 - I_2\right)$. The sharpness of this approximation will decrease with respect to both $h^*$ norm and resolution parameter $\sigma$. This will lead us to introduce a new local rigidity hypothesis of deformations $f = Id + h$ with respect to image $I_1$. Hence such deformations allow to find the operator $P^{I_1}_\sigma$ satisfying our validity constraint on the modified MCE.

Considering general linear parametric motion models for $h^*$, we give sufficient conditions for asymptotic convergence of the sequence of combined motion estimations towards $h^*$ together with the numerical convergence of the sequence of deformed templates towards the target $I_2$. Roughly speaking, the shape of the theorem will be the following:

**Theorem:** If

1. at each step the residual deformation is “locally rigid”, and the associated motion can be linearly decomposed onto an “acceptable” set of functions the cardinal of which is not too large with respect to the scale,
2. the initial motion norm is not too large, and the systems conditionings do not decrease “too rapidly” when iterating,
3. the estimated deformations $Id + \hat{h}_i$ are invertible and “locally rigid”,

Then the iterative scheme “converges” towards a global minimum of the energy $E_{NL}$.

The outline of the paper is as follows. In Section 2 we introduce a new local rigidity hypothesis and a low pass filter in order to derive a new MCE of the type of equation (6). In Section 3 we design an iterative motion estimation/registration scheme based on the MCE introduced in Section 2 and prove a convergence theorem. In order to avoid the a priori motion representation problem, we adopt an implicit approach in Section 4 and constrain each estimated deformation $Id + \hat{h}_i$ to be at least invertible. We show numerical results for large deformations problems in dimension 2. Section 5 gives a general conclusion to the paper.
2 Valid Modified MCE Upon a New Local Rigidity Hypothesis

Assuming a local rigidity hypothesis and adopting the Dirichlet low-pass operator \( \Pi_\sigma \), we will find a different right hand side featuring a “natural” and unique linear operator \( P^{l_1}_\sigma \) in the sense that:

\[
\Pi_\sigma(I_1 - I_2)(x) \simeq P^{l_1}_\sigma(h^*)(x),
\]

with remainder of the order of \( \|h^*\|^2 \) for some particular norm and vanishing as the scale is coarser (\( \sigma \) close to 0).

2.1 Local Rigidity Property

In this paragraph we introduce our local rigidity property of deformations. Notations in this context are to be understood as follows:

- \( D = [-M,M]^d \) in \( \mathbb{R}^d \).
- \( I_{1,p}, I_{2,p}, I_2 \), are functions from \( \mathbb{R}^d \) to \( \mathbb{R} \).
- \( h(x), h^*(x) \) are functions from \( \mathbb{R}^d \) to \( \mathbb{R}^d \).
- \( \langle \cdot, \cdot \rangle \) denotes the scalar product in \( \mathbb{R}^d \).
- \( [\cdot, \cdot] \) denotes the scalar product in \( L^2 \).

For technical reasons we assume that \( I_1 \) and \( I_2 \) belong to \( C^1_0(D) \), and \( I_1(x) = I_2(x + h^*(x)), x \in D, h^*(x) \in \mathbb{R}^d \).

**Definition 1.** \( f \in Hom(D) \) is \( \xi \)-rigid for \( I_1 \in C^1(D) \) iff:

\[
Jac(f)^t.\nabla I_1 = det(Jac(f)) \nabla I_1,
\]

where \( Jac(f) \) denotes the Jacobian matrix of \( f \) and \( det(A) \) the determinant of matrix \( A \), and \( Hom(D) \) the space of continuously differentiable and invertible functions from \( D \) to \( D \) (homeomorphisms).

All \( \xi \)-rigid deformations have the following properties (see [19] for the proofs). Assume \( f^* \) is \( \xi \)-rigid for \( I_1 \in C^1_0(D) \) and \( I_1 = I_2 \circ f^* \). Then,

1. equation (7) is always true if dimension \( d \) is 1;
2. for all \( d \geq 1 \),
   (a) \( \|\nabla I_1\|_{L^1} = \|\nabla I_2\|_{L^1} \), where \( L^1 \) denotes the space of integrable functions over \( D \);
   (b) \( \nabla I_1 \parallel \nabla I_2 \circ f^* \);
   (c) relation \( \sim \) defined by

\[
[I_1 \sim I_2] \iff [\exists f \ \xi \text{-rigid for } I_1 \text{ s.t. } I_1 = I_2 \circ f]
\]

is an equivalence relation on \( C^1_0(D) \);
3. suppose \( d = 2 \): then,
   (a) if \( Jac(f^*) \) is symmetric, then (7) means that if \( |\nabla I_1| \neq 0 \),
Fig. 3. An example of motion \( h = f - Id \) of a \( \xi \)-rigid deformation \( f \) for image \( I_1 \). We show a level set of image \( I_1 \), and the fields \( \nabla I_1 \) and \( h \) along its boundary. \( h \) varies only along the direction of \( \nabla I_1 \).

- direction \( \eta = \frac{\nabla I_1}{|\nabla I_1|} \) is eigenvector (\( \lambda = \text{det}(\text{Jac}(f)) \) is an eigenvalue);
- direction \( \xi = \frac{\nabla I_1^\perp}{|\nabla I_1|} \) is “rigid” (\( \lambda = 1 \) is an eigenvalue).

This property can be seen as a non-sliding motion property. We illustrated this interesting property in Figure 3, where we show a level set of \( I_1 \), and a motion \( h = f - Id \) of a \( \xi \)-rigid deformation \( f \) for image \( I_1 \). \( h \) can vary only along the direction of \( \nabla I_1 \).

(b) \( \kappa(I_1) = [\text{Tr}(\text{Jac}(f^*)) - \text{det}(\text{Jac}(f^*))].\kappa(I_2) \circ f^* \), where \( \kappa(I)(x) \) stands for the curvature of the level line of \( I \) passing through \( x \) and \( \text{Tr}(A) \) denotes the trace of matrix \( A \);

4. if \( d = 1 \) or 2, and

- \( h^* \) is known at
  - 1 point \((d = 1)\).
  - each isolated critical point of \( I_1 \) and at one interior point of each connected constant set of \( I_1 \) \((d = 2)\).
- \( h = h^* \) at this(ese) point(s), and

\[ I_1 = I_2 \circ (Id + h) \text{ on } D, \]

then for all \( x \in D \) where \( I_1 \) is not locally constant we have \( h(x) = h^*(x) \).

**Remark.**

It is an important issue to know whether such \( h^* \) is unique. In case \( d \in \{1, 2\} \), property 4 leads to uniqueness if \( h^* \) is known at some isolated points. Though it is not proved in the general case, we will assume uniqueness hereafter for simplicity.

As a consequence we can show that \( \xi \)-rigid deformations of images can be transferred to test functions. Indeed, we have the following

**Lemma 1.** Suppose that

1. \( I_1 \) and \( I_2 \in C^1_0(D) \) are such that: \( I_1 = I_2 \circ f \)
2. \( f \) is \( \xi \)-rigid for \( I_1 \)
3. \( \phi \in C^\infty(D; \mathbb{R}) \), and \( \Phi \in C^\infty(D; \mathbb{R}^d) \) s.t. \( \text{div} \Phi = \phi \), where \( C^\infty(D; \mathbb{R}) \) denotes the space of indefinitely differentiable function from \( D \) to \( \mathbb{R} \).

Then, \( \int_D (I_1 - I_2) \phi dx = \int_D < \nabla I_1, \Phi \circ f - \Phi > dx \).

Proof. See [20]

\( \blacksquare \)

2.2 The Dirichlet Operator

One choice for the set of test functions in Lemma 1 is the Fourier basis, the simplest projection onto which is the Dirichlet projection operator. Let \( D = [-M, M]^d \); \( S_\sigma = \{ k \in \mathbb{Z}^d, \forall i \in [1, d], |k_i| \leq M\sigma^2 \} \); \( c_k(I) \) denotes the Fourier coefficient of \( I \) defined by:

\[
c_k(I) = \frac{1}{(2M)^{\frac{d}{2}}} \int_D I(x) e^{-i\frac{x \cdot k}{M}} dx.
\]

Then the Dirichlet operator \( \Pi_\sigma \) is the linear mapping associating to each function \( I \in C^1_0(D) \) the function \( \Pi_\sigma(I) = G_\sigma * I \), where the convolution kernel \( G_\sigma \) is defined by its Fourier coefficients as follows:

\[
c_k(G_\sigma) = \begin{cases} 
1 \text{ if } k \in S_\sigma \\
0 \text{ elsewhere}
\end{cases}
\]

2.3 New MCE by Linearization for the Dirichlet Projection

Now that we have introduced our rigidity property of deformations and the Dirichlet projection, let us choose the test functions of Lemma 1 in the Fourier basis. Defining \( P^{I_1}_\sigma(h^*)(x) \) through its Fourier coefficients:

\[
c_k(P^{I_1}_\sigma(h^*)) = \begin{cases} 
\frac{1}{4}c_0(<\nabla I_1, h^*>_{\mathscr{H}}) \text{ if } k = 0 \\
c_k(<\nabla I_1, k>_{\mathscr{H}}) \text{ if } k \in S_\sigma \setminus \{0\} \\
0 \text{ if } k \not\in S_\sigma
\end{cases}
\]

we obtain the

Theorem 1. If \( f^* = Id + h^* \) is \( \xi \)-rigid for \( I_1 = I_2 \circ f^* \in C^1_0(D) \), then we have:

\[
\| \Pi_\sigma(I_1 - I_2) - P^{I_1}_\sigma(h^*) \|_{L^2} \leq \frac{\pi}{2} \sigma^{d+2} \| h^* \|_{H^1} \| \nabla I_1 \|_{L^2}^2.
\]

This inequality is nothing but the sharpness of MCE (6):

\[
\Pi_\sigma(I_1 - I_2)(x) \simeq \Pi^{I_1}_\sigma(h^*)(x),
\]

at scale \( \sigma \). It clearly expresses the fact that measuring the motion (e.g. perceiving the optical flow) \( h^* \) is not relevant outside of the support of \( |\nabla I_1| \).

Proof. See [20]

\( \blacksquare \)
3 Theoretical Iterative Scheme and Convergence Theorem

In section 2 we found a new MCE and showed that we can control the sharpness of it. In this section we will make a rather general assumption on the motion in the sense that it should belong to some linear parametric motion model without being more specific on the model basis functions. Though it is somewhat restrictive to have motion fields in a finite dimensional functional space, this structural hypothesis will be a key to bounding the residual motion norm after registration in order to iterate the process. This makes it possible to consider a constraint on motion when there is a priori knowledge (like for rigid motion) or consider multi-scale decomposition of motion for an iterative scheme.

3.1 Linear Parametric Motion Models and Least Square Estimation

Let us assume the motion $h^*$ has to be in a finite dimensional space of deformation generated by basis functions $\Psi(x) = (\psi_i(x))_{i=1..n}$. Thus $h^*$ can be decomposed in the basis: $\exists \Theta^* = (\theta^*_i)_{i=1..n}$ unique, such that:

$$h^*(x) = <\Psi(x), \Theta^*> = \sum_{i=1..n} \theta^*_i \psi_i(x), \forall x \in \text{Supp}(|\nabla I_1|).$$

MCE (6) viewed as a linear model writes:

$$\Pi_\sigma(I_1 - I_2) = <P_{\sigma}^{I_1}(\Psi), \Theta^*>.$$

Now set, for $\sigma$ s.t. the $P_{\sigma}^{I_1}(\psi)$ be mutually linearly independent in $L^2$:

$$M_\sigma = P_{\sigma}^{I_1}(\Psi) \otimes P_{\sigma}^{I_1}(\Psi), \quad Y_\sigma = \Pi_\sigma(I_1 - I_2),$$

where $\otimes$ stands for the tensorial product in $L^2$. Then applying basic results from the classical theory of linear models yields: $\hat{h} = <\Psi, \hat{\Theta}*> = <\Psi, M^{-1}_\sigma B_\sigma>$, where column $B_\sigma$’s components are defined by $(B_\sigma)_i = <P_{\sigma}^{I_1}(\psi), Y_\sigma>$.

3.2 Estimation Error and Residual Motion

Given the least square estimation of the motion of last paragraph, we have

**Lemma 2.** In this framework the motion estimation error is bounded by inequality

$$\|h - h^*\|_{L^2} \leq \frac{\pi}{2} \sigma^{d+2} \left(\text{Tr}(M^{-1}_\sigma)\right)^{1/2} ||h^*\|_{L^2}^{1/2} ||\nabla I_1||_{L^2}.$$ 

Proof. See [20] \[\square\]

If $Id + \hat{h}$ is invertible, we can define:

$$I_{1,1} = I_1 \circ \left(Id + \hat{h}\right)^{-1}.$$ (9)
Letting $r_1$ denote the residual motion such that $I_{1,1} = I_2 \circ (Id + r_1)$, if $Id + \hat{h}$ is $\xi$-rigid for $I_1$ then a variable change yields equality

$$
\| (\hat{h} - h^*) \| \| \nabla I_1 \|^{\frac{1}{2}} \| L^2 \| = \| r_1 \| \| \nabla I_{1,1} \|^{\frac{1}{2}} \| L^2 \|,
$$

thus giving by Lemma 2 the following bound on the residual motion norm:

$$
\| r_1 \| \| \nabla I_{1,1} \|^{\frac{1}{2}} \| L^2 \| \leq \pi \sigma^{d+2} \left( Tr(M_\sigma^{-1}) \right)^{\frac{1}{2}} \| h^* \| \| \nabla I_1 \|^{\frac{1}{2}} \| L^2 \|.
$$

(10)

In view of equality (9) and inequality (10), iterating the motion estimation/registration process looks completely natural and allows for pointing out sufficient conditions for convergence of such a process. Indeed, provided the same assumptions are made at each step, relations (9) and (10) can be seen as recurrence ones, yielding both $r_p$ and $I_{1,p}$ sequences.

### 3.3 Theoretical Iterative Scheme

Having control on the residual motion after one registration step, we deduce the following theoretical iterative motion estimation / registration scheme:

1. Initialization: Enter accuracy $\epsilon > 0$ and the maximal number of iterations $N$. Set $p = 0$, and $I_{1,0} = I_1$.
2. Iterate while ($\| I_{1,p} - I_2 \| \geq \epsilon$ & $p \leq N$)
   (a) Enter the set of basis functions $\psi_p = (\psi_{p,i})_{i=1..n_p}$ that linearly and uniquely decompose $r_p$ on the support of $\| \nabla I_{1,p} \|$.
   (b) Enter scale $\sigma_p$ and compute: $\hat{h}_p = < \psi_p, M_{p, \sigma_p}^{-1} B_{\sigma_p} > .$
   (c) Set $I_{1,p+1} = I_{1,p} \circ (Id + \hat{h}_p)^{-1}$.

### 3.4 Convergence Theorem

Now that we have designed an iterative motion estimation / registration scheme, let us infer sufficient conditions for the residual motion to vanish. This leads us to state our following main result:

**Theorem 2.** If:

1. For all $p \geq 0$, $I_{1,p} \sim I_2$ (as defined in Section 2.1), and the residual motion $r_p$ can be linearly and uniquely decomposed on a set of basis functions $\{ \psi_{p,i}, i = 1..n_p \}$;
2. For all $p \geq 0$, there exists a scale $\sigma_p > 0$ such that the set of functions $\{ P_{\sigma_p}^{I_{1,p}}(\psi_{p,i}), i = 1..n_p \}$ be free in $L^2$ and, for $p = 0$, we assume that:

$$
\| h^* \| \| \nabla I_1 \|^{\frac{1}{2}} \| L^2 \| \leq \left( \frac{\pi}{2} \sigma_0^{d+2} Tr(M_0, \sigma_0)^{\frac{1}{2}} \right)^{\frac{1}{2}} ;
$$

Set $C_0 = \left( \frac{\pi}{2} \sigma_0^{d+2} Tr(M_0, \sigma_0)^{\frac{1}{2}} \| h^* \| \| \nabla I_1 \|^{\frac{1}{2}} \| L^2 \| \right)^{\frac{1}{2}} ;$
3. The sequence of conditioning ratios satisfy criteria:
\[ \forall p \geq 0, \quad \frac{\sigma_{p+1}^{d+2} \text{Tr}(M_{p+1,\sigma_{p+1}}^{d})^{1/2}}{\sigma_p^{d+2} \text{Tr}(M_{p,\sigma_p}^{d})^{1/2}} \leq C_0; \]

4. For all \( p \geq 0 \), the estimated deformations \( \text{Id} + \hat{h}_p \in \text{Hom}(D) \) and are \( \xi \)-rigid for \( I_{1,p} \);

Then, \( \lim_{p \to \infty} \| r_p \|_{L^2} = 0 \).

Proof. See [20] ■

3.5 Numerical Algorithm Requirements

Firstly, due to the fact that \( h^* \) is unknown we have to make an arbitrary choice for the scale at each step. Secondly we at least have to ensure that \( \text{Id} + \hat{h}_p \) be invertible at each step. Finally we are faced with the motion basis functions choice.

Multi-scale Strategy The scale choice expresses both a priori knowledge on the motion range and its structure complexity. Here we assume that \( (\sigma_p)_p \) is an increasing sequence, starting from \( \sigma_0 > 0 \) such that:

\[ \#S_{\sigma_0} \geq \#\{\text{expected independent motions}\}. \tag{11} \]

Then let \( \alpha \in [0,1] \). In order to justify the minimization problem at new scale \( \sigma_{p+1} > \sigma_p \), we will choose it such that:

\[ \| (\Pi_{\sigma_{p+1}} - \Pi_{\sigma_p})(I_{1,p+1} - I_2) \|_{L^2} > \alpha \| I_{1,p+1} - I_2 \|_{L^2}, \tag{12} \]

Invertibility of \( \text{Id} + \hat{h}_p \) Let \( \beta > 0 \). We will apply to \( I_{1,p} \) the inverse of the maximal invertible linear part of the computed deformation e.g. \( \left( \text{Id} + t^* \hat{h}_p \right)^{-1} \),

where

\[ t^* = \sup_{t \in [0,1]} \{ t / \det(\text{Jac}(\text{Id} + t \hat{h}_p)) \geq \beta \}. \tag{13} \]

Remark.

Recursive version of the algorithm

Set \( f^*(I_1, I_2) \) the solution to the correspondence problem between \( I_1 \) and \( I_2 \). Then, \( f^*(I_{1,p}, I_2) = f^*(I_{1,p+1}, I_2) \circ (\text{Id} + \hat{h}_p) \). We thus deduce the following alternate recursive motion estimation / registration function \( f^*(I_1, I_2) \) defined by:

\[
\begin{cases}
\text{If } \| I_1 - I_2 \| > \epsilon, \\
\quad \text{Calculate } \hat{h}(I_1, I_2) \\
\quad \text{Deform: } I_{1,1} = I_1 \circ (\text{Id} + \hat{h}(I_1, I_2))^{-1} \\
\quad \text{Call } f = f^*(I_{1,1}, I_2) \\
\quad \text{Return } f \circ (\text{Id} + \hat{h}(I_1, I_2)) \\
\text{Else return } \text{Id}
\end{cases}
\]
Choosing the Set of Basis Functions A major difficulty arising in the theoretical scheme comes from the lack of a priori knowledge on the finite set of basis functions to be entered at each step. To alleviate this problem we proposed two different approaches. In [20] we consider splitting both images into a collection of pairs of level sets to be matched. In Section 4 we will use an implicit approach via the optimal step gradient algorithm when minimizing the quadratic energy associated to MCE (6).

4 Implicit Approach of Basis Functions

We now use the optimal step gradient algorithm for the minimization of the quadratic functional associated to MCE (6). There are at least two good reasons for doing this:

- the choice of base functions is implicit: it depends on the images \( I_1 \) and \( I_2 \), and the scale space.
- we can control and stop the quadratic minimization if the associated operator is no longer positive definite.

The general algorithm does not guaranty that the resulting matrix \( M_{p,\sigma_p} \) be invertible. Hence we suggest to systematically use a stopping criteria to control the quadratic minimization, based on the descent speed or simply a maximum number of iterations \( N_G \).

In that case our final algorithm writes:

1. Initialization: Enter accuracy \( \epsilon > 0 \) and the maximal number of iterations \( N \). Set \( p = 0 \), \( I_{1,0} = I_1 \), and choose first scale \( \sigma_0 \) according to (11).
2. Iterate while \((||I_{1,p} - I_2|| \geq \epsilon \& p \leq N \& \sigma_p \leq 1)\)
   (a) Choose \( \sigma_p \) satisfying (12).
   (b) Apply \( N_G \) iterations of the optimal step gradient algorithm for the minimization of
   \[
   E_p(h) = ||\Pi_{\sigma_p}(I_{1,p} - I_2) - P_{\sigma_p}^{I_{1,p}}(h)||^2_{L^2}.
   \]
   (c) Compute \( I_{1,p+1} = I_{1,p} \circ (I_d + t^*.\hat{h}_p)^{-1} \) with \( t^* \) defined by (13) and increment \( p \).

In the following experiments we have fixed parameters to \( \alpha = 2.5\% \), \( N_G = 5 \), \( \beta = 0.1 \).

Running the Algorithm

We illustrate the algorithm on pairs of images with large deformation for registration applications and movies for motion estimation applications.

- **Registration problems involving large deformation:** In figures 4 and 5 we show the different steps of the algorithm performing the registration
between the first and last images. In Figures 6 to 8, we show the study and target images, and the deformed study image after applying the estimated motion. This was applied for two examples of faces and a turbulence image featuring a vortex at two different states.

- Optical Flow estimation examples: in Figure 9 we show the sequence of the registered images of the original Cronkite sequence onto first image using the sequence of computed backward motions. The result is expected to be motionless. On top of Figure 10, we show the complete movie obtained by deforming iteratively only the first image of Cronkite movie. For that we use the sequence of computed motions between each pair of consecutive images of the original movie. In Figure 10 on the bottom, we see the error images.

5 Conclusion

We have addressed the theoretical problems of motion estimation and registration of images. We have introduced a new local rigidity hypothesis that we used to infer a unique Motion Constraint Equation with small remainder at coarse
scales. We then showed that upon hypotheses on the motion norm and structure/scale tradeoff, an iterative motion estimation/registration scheme could converge towards the expected solution of the problem e.g. the global minimum of the nonlinear least square problem energy. Since each step of the theoretical scheme needs a set of motion basis functions which are not known, we have designed an implicit algorithm and illustrated the method with synthetic and real images, including large deformation examples.
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Fig. 8. Registration of a vortex at two different states: Study image (left), deformed study image onto Target image (center), and Target image (right).

Fig. 9. Registered sequence of the original sequence onto first image using the computed backward motions.
Fig. 10. On top, movie obtained by deforming only the first image of Cronkite movie using the sequence of computed motions. On the bottom, enhanced (applying $I' = 255.(1 - \sqrt{I/255})$) absolute difference between original and artificially deformed Cronkite sequences.
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Abstract. Spherical object reconstruction is of great importance, especially in the field of cell biology, since cells as well as cell nuclei mostly have the shape of a deformed sphere. Fast, reliable and precise procedure is needed for automatic measuring of topographical parameters of the large number of cells or cell nuclei. This paper presents a new method for spherical object reconstruction. The method springs from Delingette general object reconstruction algorithm which is based on the deformation of simplex meshes. However, the unknown surface is searched only within the subclass of simplex meshes, which have the shape of a star. Star-shaped simplex meshes are suitable for modelling of spherical or ellipsoidal objects. In our approach, the law of motion was altered so that it preserves the star-shape during deformation. The proposed method is easier than the general method and therefore faster. In addition, it uses more computationally stable expressions than a method strictly implemented according to Delingette’s paper. It is also shown how to partly avoid the occasional instability of the Delingette method. The accuracy of both methods is comparable. The star-shaped method achieves a stable state more often.

1 Introduction

Image analysis has recently become an essential part of many scientific disciplines. One of them is cytometry which performs measurements on cells and their components (cell nuclei, chromosomes, etc.). The shape of cell nuclei is mostly similar to a sphere or more generally to an ellipsoid. There is a need of having a general method for reconstruction of objects of this type.

Many techniques for reconstruction of cell nuclei are based on thresholding [12,3,9]. The resultant boundary of an object is often represented as a set of pixels (or a set of voxels in three-dimensional studies). Isosurfac ing methods based on marching cubes algorithm [11] are also used [10,7]. However, these methods do not handle missing and noisy data and can be hardly used for images with clusters of nuclei (e.g. tissue), because they make no assumption about the shape to recover.

Deformable modelling is capable of working with a priori knowledge about the shape of object and therefore it can deal with missing and noisy data. The
3D extension of Kass active contour model [8] has been applied to segmentation of CLSM tissue images [1]. However, the definition of minimised energy does not consider the spherical nature of nuclei. A priori knowledge about roundness is involved only in the shape of the initial model. Therefore the model can easily stick to artifacts or other objects in the neighbourhood.

The active contour method used in [2] is based on global minimisation. The search space is bounded by two concentric circles centralised upon a point found by an initial rough segmentation. The knowledge about the roundness is exploited during the construction of the search space and therefore it influences the energy minimisation. Unfortunately, this highly successful method for the automatic segmentation of cervical cell nuclei is designed only for two-dimensional space.

In this paper an original method for 2D and 3D reconstruction of cell nuclei boundaries (i.e. circular or spherical objects) is described. However, this algorithm can be also used for reconstruction of some other “star-shaped” objects. The method is built on the Delingette general object reconstruction algorithm [5]. Delingette has used simplex meshes [4] for representation of surface. We discovered a new subclass of simplex meshes, which we call star-shaped simplex meshes. This subclass has some nice features and it is very convenient for spherical object reconstruction.

Simplex meshes and star-shaped simplex meshes are defined in Section 2.1. Section 2.2 introduces important notations and some geometric properties of simplex meshes. In Section 2.3 law of motion for star-shaped simplex meshes is presented, since it differs from the law of motion used for general simplex meshes. In Section 3 the biomedical application for which our method could be used is outlined.

2 Method

2.1 Definition of Simplex Meshes and Star-Shaped Simplex Meshes

Delingette’s definition of \( k \)-simplex mesh embedded in an Euclidean space \( \mathbb{R}^d \) is cited [4,5] in the beginning of this section and then definition of star-shaped subclass follows.

A 0-cell of \( \mathbb{R}^d \) also called vertex is a point of \( \mathbb{R}^d \). A 1-cell of \( \mathbb{R}^d \) also called edge is an unordered pair of distinct vertices of \( \mathbb{R}^d \). A \( p \)-cell (\( p \geq 2 \)) \( C \) is recursively defined as a set of \( (p - 1) \)-cells such that:

1. Every vertex belonging to \( C \) belongs to \( p \) distinct \( (p - 1) \)-cells.
2. The intersection of two \( (p - 1) \)-cells is either empty or is a \( (p - 2) \)-cell.

A 2-cell is therefore a closed polygonal line of \( \mathbb{R}^d \) and is called face. Examples of \( p \)-cells are shown in Fig. 1.

A \( k \)-simplex mesh of \( \mathbb{R}^d \) is simply defined as a \( (k + 1) \)-cell of \( \mathbb{R}^d \).

We denote the convex hull of \( p \)-cell \( C \) by \( CH(C) \). Let \( O \) be an arbitrary point of \( \mathbb{R}^d \). The cone of apex \( O \) with respect to \( p \)-cell \( C \) of \( \mathbb{R}^d \) is a union of all rays which begin at \( O \) and intersect \( CH(C) \). This cone is denoted by \( K(O, C) \).
Let the $k$-simplex mesh $\mathcal{M}$ consists of $n$ $k$-cells $\mathcal{C}_i$, $i \in \{1, \ldots, n\}$.

The $k$-simplex mesh $\mathcal{M}$ is star-shaped if and only if there exists a point $O$ in $\mathbb{R}^d$ such that

1. if two $k$-cells $\mathcal{C}_i$ and $\mathcal{C}_j$ intersect at $(k-1)$-cell $\mathcal{C}$ then the intersection of cones $\mathcal{K}(O, \mathcal{C}_i)$ and $\mathcal{K}(O, \mathcal{C}_j)$ is exactly the cone $\mathcal{K}(O, \mathcal{C})$.
2. if two $k$-cells $\mathcal{C}_i$ and $\mathcal{C}_j$ do not intersect then the intersection of cones $\mathcal{K}(O, \mathcal{C}_i)$ and $\mathcal{K}(O, \mathcal{C}_j)$ is exactly the point $O$.

The point $O$ is called centre.

Examples of star-shaped simplex meshes are in Fig. 2.

Since the class of star-shaped $k$-simplex meshes is a subclass of $k$-simplex meshes, they have the same properties as the general $k$-simplex meshes [4]. Important property of $k$-simplex mesh is that each vertex has exactly $k + 1$ neighbouring vertices. Another properties are recalled in section 2.2.

The short term simplex mesh will be used instead of 2-simplex mesh of $\mathbb{R}^3$ in the rest of this article.

### 2.2 Geometry of Simplex Meshes

Basic notation and important geometric quantities of simplex meshes (2-simplex meshes of $\mathbb{R}^3$) are introduced in this section. Similar results hold for 1-simplex meshes of $\mathbb{R}^3$ [5]. In our method the simplex angle is the most important quantity. It is used to control the desired shape of the simplex mesh.
A vertex \( P_i \) of a simplex mesh has three neighbouring vertices \( P_{N_1(i)} \), \( P_{N_2(i)} \) and \( P_{N_3(i)} \). These three points define a plane and the normal vector of this plane is denoted \( \mathbf{n}_i \). Orientation of the normal vector is to the outer side of surface. We introduce the circumscribed circle \( S_i \) to the triangle \( P_{N_1(i)}P_{N_2(i)}P_{N_3(i)} \). This circle is of centre \( C_i \) and of radius \( r_i \). We introduce also the sphere \( K_i \) of centre \( O_i \) and radius \( R_i \), which is circumscribed to the four vertices \( P_i, P_{N_1(i)}, P_{N_2(i)}, P_{N_3(i)} \) (see Fig. 3).

The simplex angle \( \varphi_i = \angle(P_i, P_{N_1(i)}, P_{N_2(i)}, P_{N_3(i)}) \) at \( P_i \) is defined by following equations:

\[
\sin(\varphi_i) = \frac{r_i}{R_i} \operatorname{sign}((P_{N_1(i)} - P_i) \cdot \mathbf{n}_i) \\
\cos(\varphi_i) = \frac{||C_i - O_i||}{R_i} \operatorname{sign}((C_i - O_i) \cdot (P_i - C_i))
\]

The simplex angle \( \varphi_i \) is independent of position of vertices \( P_{N_1(i)}, P_{N_2(i)}, P_{N_3(i)} \) on the circle \( S_i \) and of \( P_i \) on a hemisphere of \( K_i \). It is zero when \( P_i \) is on the plane defined by its three neighbours. The value of the simplex angle is invariant to rotation, translation and scale transformation. The geometric meaning of simplex angle is pictured in Fig. 3b.

There is a simple relationship between the simplex angle \( \varphi_i \) and the curvature \( |H_i| = \frac{1}{R_i} \), also called the mean curvature at vertex \( P_i \) [4]:

\[
H_i = \frac{\sin(\varphi_i)}{r_i}
\]
2.3 Deformation of Star-Shaped Simplex Meshes

**Law of Motion.** We have used the same law of motion that was used for general simplex meshes by Delingette [5]. Vertices of a simplex mesh are considered as a physical mass submitted to a Newtonian law of motion including internal and external forces:

\[ m \frac{d^2 P_i}{dt^2} = -\gamma \frac{dP_i}{dt} + F_{int} + F_{ext} \]  

(3)

where \( m \) is the vertex mass and \( \gamma \) is the damping factor. \( F_{int} \) is the internal force constraining the shape of the mesh. \( F_{ext} \) is the external force constraining the distance between the mesh and tridimensional dataset. The term \(-\gamma \frac{dP_i}{dt}\) represents the counteraction of environment in which the mass is embedded.

The evolution of the simplex meshes under the law of motion (3) can be computed in the following manner [5]. Time \( t \) is discretized and using central finite differences with an explicit scheme, the law of motion has form:

\[ P_i^{t+1} = P_i^t + (1 - \gamma)(P_i^t - P_i^{t-1}) + \alpha_i F_{int} + \beta_i F_{ext} \]  

(4)

Both forces \( F_{int} \) and \( F_{ext} \) are computed at time \( t \). This explicit scheme is conditionally stable and therefore parameters \( \alpha_i \) and \( \beta_i \) must belong to a given interval to guarantee a stable scheme. In Eq. 4 the forces have the dimension of a displacement.

The motion of the star-shaped simplex mesh is confined in the following manner. We choose any proper centre \( O \) of the star-shaped simplex mesh and mark it as the *centre of deformation*. It means that the only allowed motion of vertices is along the rays from this centre. These rays are called *deformational rays*.

Deformation along the deformational rays preserves the star-shaped quality. The forces defined in [5] could be used with the only one change to achieve this type of deformation. Instead of the forces one can take their projections to the deformational rays. However, we will redefine this forces in order to make computations on the star-shaped simplex meshes faster and more stable.

**Internal Force Computation.** Internal force expressions for simplex meshes are not derived from minimisation of a global functional. The geometric parameters at a vertex are related to the vertex position with a complex non-linear relationship. Therefore, minimisation of a global functional expressed in terms of the geometric parameters would lead to unnecessarily complex force expressions [5]. Delingette proposed simplified regularising force formulae at the expense of not having a global functional for guiding the minimisation.

The internal force of deformable simplex meshes is defined as the composition of a tangential force and a normal force. The goal of the tangential force is to control the vertex position with respect to its three neighbours in the tangent
plane\textsuperscript{1}. The tangential force is not needed for deformation of star-shaped simplex meshes. The deformatonal rays play the role of this force.

The normal force is acting in order to change the mean curvature of surface according to the required geometrical continuity or the required local shape. These requirements are expressed by means of reference simplex angle $\varphi_i$. Remember that there is a simple relation between the simplex angle and the mean curvature (Eq. 2). The reference simplex angle is determined for each vertex before each iteration or at the beginning of minimisation process. Possibilities of computing $\varphi_i$ are discussed later.

Delinette used the following formula for computation of the normal force.

$$
F_{\text{norm}} = (L(r_i, d_i, \varphi_i) - L(r_i, d_i, \varphi_i)) \cdot n_i
$$

where

$$
L(r_i, d_i, \varphi_i) = \frac{(r_i^2 - d_i^2) \tan(\varphi_i)}{r_i + \delta \sqrt{r_i^2 + (r_i^2 - d_i^2) \tan^2(\varphi_i)}}
$$

Not yet defined symbol $d_i$ is equal to distance between center $C_i$ and the orthogonal projection of $P_i$ onto the neighbouring triangle $(P_{N_1(i)}, P_{N_2(i)}, P_{N_3(i)})$. Factor $\delta = 1$ if $|\varphi_i| < \pi/2$ and $\delta = -1$ if $|\varphi_i| > \pi/2$. Since $L(r_i, d_i, \varphi_i)$ computed distance between $P_i$ and the neighbouring triangle $(P_{N_1(i)}, P_{N_2(i)}, P_{N_3(i)})$, equation 5 can be evaluated to be more suitable for stable computation

$$
F_{\text{norm}} = (L(r_i, d_i, \varphi_i) - (P_{N_1(i)} - P_i)) \cdot n_i
$$

Using this equation stability of normal force computation depends only on the value of reference simplex angle $\varphi_i$.

Internal force of star-shaped simplex meshes does not act in the normal direction but in the direction of a deformatonal ray and is defined by

$$
F_{\text{int}} = \tilde{P_i} - P_i
$$

where $P_i$ is the vertex on which the force is acting and $\tilde{P_i}$ is the point, which lies on the deformatonal ray and its simplex angle with respect to the neighbours of $P_i$ is equal to the reference simplex angle (see Fig. 4).

The point $\tilde{P_i}$ can be computed as a intersection of the deformatonal ray through $P_i$ and the part of sphere on which all points has their simplex angles with respect to the neighbours of $P_i$ equal to the reference simplex angle. The intersection is given by

$$
\tilde{P_i} = O + v_i \hat{t}
$$

where $O$ is the center of deformation, $v_i = \frac{P_i - O}{\|P_i - O\|}$ is the unit directional vector of the deformatonal ray through vertex $P_i$ and $\hat{t}$ is equal to

\textsuperscript{1} the plane which pass $P_i$ and is parallel to the plane defined by three neighbours of $P_i$. 
Fig. 4. Computation of internal force $\mathbf{F}_{\text{int}}$. The force is acting along the ray $O + \mathbf{v}_i t$ in order to move the vertex $P_i$ with simplex angle $\varphi_i$ to the new position $\tilde{P}_i$ where simplex angle is equal to the reference simplex angle $\tilde{\varphi}_i$.

$$
\tilde{t} = \mathbf{v}_i \cdot (O - \tilde{O}_i) + \delta \sqrt{\tilde{R}_i^2 + (\mathbf{v}_i \cdot (O - \tilde{O}_i))^2} - \|O - \tilde{O}_i\|^2
$$

(10)

where $\delta = 1$ if $\tilde{\varphi}_i < 0$ and $\delta = -1$ otherwise. $\tilde{R}_i = \frac{r_i}{\sin \tilde{\varphi}_i}$ and $\tilde{O}_i = C_i + n_i \tilde{R}_i \cos \tilde{\varphi}_i$.

The reference simplex angle $\tilde{\varphi}_i$ can be computed in the following manners:

- $C^0$ constraint. $\tilde{\varphi}_i$ is set to $\varphi_i$ and therefore no internal force is acting. The surface can freely bend around vertex $P_i$.
- $C^1$ constraint. $\tilde{\varphi}_i$ is set to 0 and accordingly each vertex moves towards its center of curvature in the case of Delingette method or towards the center of deformation in the case of star-shaped meshes.
- shape constraint. $\tilde{\varphi}_i$ is set to constant value $\varphi_i^0$. This case is important for spherical shape reconstruction. The constants $\varphi_i^0$ are calculated according to initial surface (sphere or ellipsoid).
- simplex shape continuity or $C^2$ constraint. $\tilde{\varphi}_i$ is set to an average value of the simplex angles at neighbouring vertices.

**External Force Computation.** Problem of external force computation is broadly and deeply discussed in [5]. The expression of the external force depends on the nature of the input data. When star-shaped simplex meshes are being used, it is important to let the external force (as well as the other forces) act in the direction of deformational rays. The method which we used for external force computation is mentioned in the next section.
3 Application to Cell Nuclei Segmentation

Segmentation and reconstruction of the boundaries of cell nuclei is essential in many biological studies. Reliable 3-D model of nucleus is for example necessary for the measurement of some topographical parameters (e.g. distance between nucleus boundary and genes.). Measured topographical parameters are statistically evaluated and therefore a large number of nuclei must be processed in an efficient and reliable manner. Visualisation of the reconstructed model of nucleus boundary is also important for understanding its shape.

We have performed nucleus reconstruction on two types of input images:

**HL-60** – DAPI stained chromatin of 3-D fixed HL-60 cells, i.e the whole volume of nuclei is visualised. A typical $xy$ slice of this input dataset is in Fig. 5 (left). Voxels with the highest gradient intensity determine the nucleus boundary.

**HT-29** – nuclear envelope of 3-D fixed nuclei obtained from stabilised cell line of human colon adenocarcinoma HT-29. The nuclear envelope was visualised using Lamin B. A typical $xy$ slice of the input dataset is in Fig. 5 (right). The voxels of the highest intensity values correspond to the nuclear envelope. Because the nuclear envelope is eroded during the process of specimen preparation, only parts of the nuclear envelope are clearly visible. Reconstruction algorithm have to deal with missing data. The voxels with the lower intensities corresponds to the places, from which the Lamin B was not properly washed away.

Two methods which were described in the previous section were applied on mentioned data:

**SS** – Star shaped simplex meshes (section 2).

**GM** – General method proposed by Delingette[5] with the change in normal force computation (stable formula 7 was used).

Shape constraint was used for determination of reference simplex angle in the both methods. The reference simplex angles of vertices were set to the values

![Fig. 5](image-url) (Left) A $xy$ slice of the HL-60 input dataset. Volume of the nucleus is stained. (Right) A $xy$ slice of the HT-29 input dataset. Nuclear envelope of the nucleus is stained. Some stain was washed away from the envelope and only its part is visible.
Table 1. Comparison of SS and GM methods (HL-60 input dataset). Testing was accomplished for fifteen different combinations of parameters α, β and γ for each method. Results for SS method are on the first line in each cell and results for GM method are on the second line. n is the number of iterations to achieve stable state, t is time of deformation and μ is mean distance between the input points and the final mesh. Symbol ∞ means that computation was oscillating.

<table>
<thead>
<tr>
<th>α, β</th>
<th>Damping factor γ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>n</td>
</tr>
<tr>
<td>0.9, 0.1</td>
<td>66</td>
</tr>
<tr>
<td>0.8, 0.2</td>
<td>68</td>
</tr>
<tr>
<td>0.7, 0.3</td>
<td>75</td>
</tr>
</tbody>
</table>

computed from the initial surface. Hence, the internal force was keeping the initial spherical (ellipsoidal) shape.

Input datasets were preprocessed before deformation process. Gaussian smoothing and intensity normalisation [13] was used. Input images were filtered by LoG (Laplacian of Gaussian) instead of Gaussian in experiment with HL-60 cells. A mKD-tree [14] was constructed for N voxels with the highest intensities (hundreds on each slice was enough in our application). m-closest points to given point can be obtained efficiently using mKD-trees. An ellipsoid was taken as the initial surface. The ellipsoid generation was based on ellipse fitting [6] on each slice.

An external force $F_{ext}$ was computed as a projection of the following force $F$ onto the deformatonal ray trough given vertex $P_i$.

$$F = \sum_{j=1}^{m} w_j X_j$$

where $X_j$ are $m$ closest points to given vertex $P_i$ and $w_j$ is defined by

$$w_j = \begin{cases} 0, & X_j - P_i > const \\ \frac{I(X_j)}{(X_j - P_i)^2}, & \text{otherwise} \end{cases}$$

where $I(X_j)$ is intensity of point $X_j$.

Deformation was computed until the change of mesh was insignificant. Each method was performed on each dataset for fifteen times and always with different parameters $\alpha$, $\beta$ and $\gamma$. Damping factor $\gamma$ has iterated over values 0.1, 0.25, 0.5, 0.75 and 1 and the couple $(\alpha, \beta)$ over (0.9, 0.1), (0.8, 0.2) and (0.7, 0.3). Three values were logged for every execution of each method:

- The number of iterations $n$ needed to achieve stable state,
- the time of deformation $t$ and
Table 2. Comparison of SS and GM methods (HT-29 input dataset). This table is organized in the same manner as table 1.

<table>
<thead>
<tr>
<th>α, β</th>
<th>0.1</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n t</td>
<td>n t</td>
<td>n t</td>
<td>n t</td>
<td>n t</td>
</tr>
<tr>
<td>0.9, 0.1</td>
<td>75</td>
<td>16.5</td>
<td>12.59</td>
<td>47</td>
<td>10.38</td>
</tr>
<tr>
<td>0.8, 0.2</td>
<td>79</td>
<td>17.38</td>
<td>10.36</td>
<td>41</td>
<td>9.02</td>
</tr>
<tr>
<td>0.7, 0.3</td>
<td>94</td>
<td>20.68</td>
<td>9.14</td>
<td>62</td>
<td>13.64</td>
</tr>
</tbody>
</table>

Fig. 6. Final meshes in HL-60 experiment, γ = 0.5, α = 0.9, β = 0.1 (Left) SS method (Right) GM method.

- mean distance μ between the input points and the final mesh.

Times were measured on processor Pentium III 500MHz, RAM 128MB and OS Debian Linux. Results are summarized in tables 1 and 2.

Tables show that accuracy expressed by means of the mean distance between model and data is very similar for both methods. However, on the other side it is impossible to decide exactly what result better approximates the border of real cell nucleus. An expert in biology have to make a selection what method and what parameters are most appropriate for a given application.

A lot of experiments with GM method have not converged. We have investigated this problem of oscillations and discovered that all oscillations were due to tangential forces. Therefore we believe that the reason why the star-shaped method have not ever oscillated is that there are no tangential forces. However this statement we are not able to proof at this moment.

Sum of α and β is intentionaly equal to one. Changing the ratio of this two parameters influences on minimisation process. This ratio express balance between the internal and external forces. User can change the shape of spherical object by handling this ratio and drive model either more closer to input data or more closer to initial spherical model. An α, β ratio handling can be used for segmentation of noisy or pure data. General method is for α, β ratio handling less suitable than star-shaped method because it oscillate for some α and β.
Fig. 7. Results in $xy$ slices, HL-60 experiment, $\gamma = 0.5$, $\alpha = 0.9$, $\beta = 0.1$, SS method. The final surface was projected onto the input data.

Fig. 8. Results in $xz$ slices, HL-60 experiment, $\gamma = 0.5$, $\alpha = 0.9$, $\beta = 0.1$, SS method. The final surface was projected onto the input data.

Fig. 9. Final meshes in HT-29 experiment, $\gamma = 0.5$, $\alpha = 0.9$, $\beta = 0.1$ (Left) SS method (Right) GM method.

Fig. 6 shows some final meshes of both methods for HL-60 dataset. A number of vertices of simplex meshes was 2700. In fig. 7 and 8 the projection of final mesh obtained by the application of SS method onto some $xy$ and $xz$ slices of input image is depicted.
Fig. 10. Results in $xy$ slices, HT-29 experiment, $\gamma = 0.75$, $\alpha = 0.9$, $\beta = 0.1$, SS method. The final surface was projected onto the input data.

Fig. 11. Results in $yz$ slices, HT-29 experiment, $\gamma = 0.75$, $\alpha = 0.9$, $\beta = 0.1$, SS method. The final surface was projected onto the input data.

Fig. 9 shows some final meshes of both methods for HT-29 dataset. In fig. 10 and 11 the projection of final mesh obtained by the application of SS method onto some $xy$ and $yz$ slices of input HT-29 image is depicted.

4 Conclusion

A new method for spherical object reconstruction based on deformation of star-shaped simplex meshes was proposed. The new method provides similar results as a Delingette general method [5], from which we drew inspiration. However, the new method is easier model and therefore it is faster. In addition, it has achieved a stable state more often then general method. We will study method further, because there are some not answered questions. The most important is, for which values of coefficients $\alpha$ and $\beta$ is the minimisation stable. Answer to this question is important to further progress of the new method.
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Abstract. Gabor feature space is elaborated for representation, processing and segmentation of textured images. As a first step of preprocessing of images represented in this space, we introduce an algorithm for Gabor feature space denoising. It is a geometric-based algorithm that applies diffusion-like equation derived from a minimal weighted area functional, introduced previously and applied in the context of stereo reconstruction models [6,12]. In a previous publication we have already demonstrated how to generalize the intensity-based geodesic active contours model to the Gabor spatial-feature space. This space is represented, via the Beltrami framework, as a 2D Riemannian manifold embedded in a 6D space. In this study we apply the minimal weighted area method to smooth the Gabor space features prior to the application of the geodesic active contour mechanism. We show that this ”Weighted Beltrami” approach preserves edges better than the original Beltrami diffusion. Experimental results of this feature space denoising process and of the geodesic active contour mechanism applied to the denoised feature space are presented.

Keywords: Gabor analysis, Geometric-based algorithms, Geodesic active contours, Beltrami framework, Anisotropic diffusion, image manifolds, minimal weighted area method.

1 Introduction

Textured image segmentation is an important issue in image analysis. However, real world textures are difficult to model. Among the approaches to the analysis of textures are local geometric primitives [9], local statistical features [3], random field models [8,4] and the FRAME theory [23] which combines filtering theory and Markov random field modeling through the maximum entropy principle. Another approach, based on the human visual system has emerged, in which texture features are extracted using Gabor filters [19].

The motivation for the use of Gabor filters in texture analysis is double fold. First, it is believed that simple cells in the visual cortex can be modeled by Gabor
functions [16,5], and that the Gabor scheme provides a suitable representation for visual information in the combined frequency-position space [18]. Second, the Gabor representation has been shown to be optimal in the sense of minimizing the joint two-dimensional uncertainty in the combined spatial-frequency space [7]. The analysis of Gabor filters was generalized to multi-window Gabor filters [24] and to Gabor-Morlet wavelets [18,24,17,15], and studied both analytically and experimentally on various classes of images [24].

A great deal of attention has been devoted in recent years to the "snakes", or active contour models, which were proposed by Kaas et al [10] for intensity based image segmentation. In this framework an initial contour is deformed towards the boundary of an object to be detected. The evolution equation is derived from minimization of an energy functional, which obtains a minimum for a curve located at the boundary of the object. A major drawback of the classical snakes algorithm is its dependence on the parameterization of the curve. This may actually lead to different results for different choices of parameterization.

The geodesic active contours model [2,11] offers a different perspective for solving the boundary detection problem; it is based on the observation that the energy minimization problem is equivalent to finding a geodesic curve in a Riemannian space whose metric is derived from image contents. The geodesic curve can be found via a parameterization invariant geometric flow. Utilization of the Osher and Sethian level set numerical algorithm [20] allows automatic handling of changes of topology.

It was shown recently that the Gaborian spatial-feature space can be described, via the Beltrami framework [22], as a 4D Riemannian manifold [13] embedded in $\mathbb{R}^6$. Based on this approach, the intensity based geodesic active contours method was generalized to the Gabor-feature space of images [21]. It was shown that the geodesic snakes mechanism can be used for texture segmentation when applied to the Gabor spatial feature space of images rather than the intensity images themselves. The metric introduced in the Gabor space was used to derive the inverse edge indicator function $E$, which attracts in turn the evolving curve towards the boundary in the geodesic snakes schemes. Once the Gabor feature space of an image is derived, the scale and orientation for which the maximum amplitude of the transform was obtained are kept for each pixel. Thus, for each pixel, the maximum value of the Gabor transform coefficient and the orientation and scale that yield this maximum value are obtained. This approach results in a $2D$ manifold embedded in a $6D$ space. It was shown that using this approach the geodesic snakes yield good results when the textures are homogeneous and can be characterized by these maximum values.

However, the maximum values provide only partial information regarding image structure in the full Gabor feature space. This may, in turn, generate less than satisfactory results in case of more complex textures. One solution to this problem is to apply the geodesic snakes mechanism to the complete Gabor feature space and interpret the Gabor transform of an image as a function assigning for each pixel’s coordinates, scale and orientation, a value. Thus, the Gabor transform of an image may be viewed as a $4D$ manifold embedded in $\mathbb{R}^6$. 
An alternative solution is to improve the results obtained from the 2D manifold embedded in 6D space approach which we aim to achieve here.

We apply the weighted area minimization method to improve the results for the orientations which were determined by searching for the maximum value of the Gabor coefficients. We show that it better preserves edges than the Beltrami smoothing operator.

This paper is organized as follows: In section 2 we briefly review the Bayesian formulation in the context of image processing. In section 3 we describe the geodesic active contours method for intensity images. Next, in section 4 we describe the generation of the Gabor feature space. In section 5 we show how to apply the geodesic snakes mechanism in the Gabor feature space. In section 6 we describe the weighted area minimization method, and finally in section 7, we provide some preliminary results.

2 Bayesian Formulation

The Bayesian approach is useful in finding a compromise between the requirements of fidelity of a given image data, and our a priori knowledge or assumptions regarding the nature of “true” images. Accordingly, we consider an image to be made of an ensemble of interacting systems—i.e. pixels, wherein the gray level of each pixel is a realization of a random process. In other words, the gray level of each pixel is drawn from a probability distribution that depends on the value of the given noisy image, as well as on a priori information reflecting assumptions about the structure and properties of natural images. For example, and in particular, the smoothness assumption can be interpreted as the “mean free path” of interactions among the above-mentioned pixel generating systems, resulting in some kind of a weighted averaging in a neighborhood of the pixel. The likelihood of an image, given the noisy data set of an image, is obtained by multiplication of the likelihood functions of all the pixels’ gray levels. Given a pixel at the coordinates $(x_i, y_i)$, according to Bayes rule

$$P_{x, y_i}(I(x_i, y_i)|I_0(x_i, y_i)) = \frac{P_{x, y_i}(I_0(x_i, y_i)|I(x_i, y_i))P_{x, y_i}(I(x_i, y_i))}{P_{x, y_i}(I_0(x_i, y_i))},$$

(1)

and

$$P(I|I_0) = \prod_{i, j \in N \times N} P_{x, y_i}(I(x_i, y_i)|I_0(x_i, y_i)),$$

(2)

where $N$ is the size of the image, and in the left hand side of both (1) and (2) we have the posteriori probability distribution of either a pixel value (eq. 1) or of the entire image (eq. 2) that we wish to compute; Namely the probability of the gray value $I(x_i, y_i)$ (or of $I$), given the data $I_0(x_i, y_i)$ (or $I_0$). This distribution is calculated in the right hand side of both (1) and (2) as the probabilities of measuring $I_0(x_i, y_i)$ (or of $I_0$), given the “true” image, multiplied by the probability of $I(x_i, y_i)$ ($I$) being the true image. In other words, this second term reflects our prior assumption on the distribution of $I(x, y)$. The denominator
depends only on \( I_0(x_i, y_i) \) and therefore does not affect the optimization process of \( I(x, y) \).

One often assumes a Gibbsian distribution, in which case the conditional probability becomes
\[
P_{xy}(A|B) = \exp(-\alpha e(A, B)).
\]
where \( e(A, B) \) is an “energy density”. Given this type of conditional probability equation (2) becomes
\[
P(I|I_0) = \prod_{i,j \in N \times N} \frac{P_{x_i,y_i}(I_0(x_i, y_i)|I(x_i, y_i)) P_{x_i,y_i}(I(x_i, y_i))}{P_{x_i,y_i}(I_0(x_i, y_i))} = \exp(-\alpha \int (e(I, I_0) - e(I_0)) dxdy). \tag{3}
\]
Determining which is the image that maximizes the posteriori probability, is equivalent to the selection of the image that minimizes the energy.

Our study generalizes this framework of the statistical approach to images, by considering the probability distribution of texture features and not only (and in the examples given herewith not at all) of the pixels’ gray levels. We also choose somewhat non-standard fidelity term and smoothing term. A special form is assumed such that the two terms collapse into one. The technique is borrowed from recent results in stereo reconstruction models [6,12] and our prior assumption is that textures (and/or other image features) are piecewise uniform.

3 Geodesic Active Contours

In this section we review the geodesic active contours method for non-textured images [2]. The generalization of the technique for texture segmentation is described in section 4.

Let \( C(q) : [0, 1] \to \mathbb{R}^2 \) be a parametrized curve, and let \( I : [0, a] \times [0, b] \to \mathbb{R}^+ \) be the given image. Let \( E(r) : [0, \infty[ \to \mathbb{R}^+ \) be an inverse edge detector, so that \( E \) approaches zero when \( r \) approaches infinity. Visually, \( E \) should represent the edges in the image. Minimizing the energy function proposed in the classical snakes is generalized to finding a geodesic curve in a Riemannian space by minimizing:

\[
L_R = \int E(|\nabla I(C(q))|) |C'(q)|dq. \tag{4}
\]

We may see this term as a weighted length of a curve, where the Euclidean length element is weighted by \( E(|\nabla I(C(q))|) \). The latter contains information regarding the boundaries within the image. The resultant evolution equation is the gradient descent flow:
\[
\frac{\partial C(t)}{\partial t} = E(|\nabla I|)k\mathbf{N} - (\nabla E \cdot \mathbf{N}) \mathbf{N}, \tag{5}
\]
where \( k \) denotes curvature.
If we now define a function $U$, so that $C = ((x, y)|U(x, y) = 0)$, we may use the Osher-Sethian Level-Set approach [20] and replace the evolution equation for the curve $C$, with an evolution equation for the embedding function $U$:

$$\frac{\partial U(t)}{\partial t} = |\nabla U| \text{Div} \left( E(|\nabla I|) \frac{\nabla U}{|\nabla U|} \right).$$ (6)

A popular choice for the stopping function $E(|\nabla I|)$ is given by:

$$E(|\nabla I|) = \frac{1}{1 + |\nabla I|^2},$$

however, other image-specific functions may be used.

4 Feature Space and Gabor Transform

The Gabor scheme and Gabor filters have been studied by numerous researchers in the context of image representation, texture segmentation and image retrieval. A Gabor filter centered at the 2D frequency coordinates $(U, V)$ has the general form of:

$$h(x, y) = g(x', y') \exp(2\pi i(Ux + Vy))$$ (7)

where

$$(x', y') = (x \cos(\phi) + y \sin(\phi), -x \sin(\phi) + y \cos(\phi)),$$ (8)

$$g(x, y) = \frac{1}{2\pi \sigma^2} \exp \left( -\frac{x^2}{2\lambda^2 \sigma^2} - \frac{y^2}{2\sigma^2} \right),$$ (9)

$\lambda$ is the aspect ratio between $x$ and $y$ scales, $\sigma$ is the scale parameter, and the major axis of the Gaussian is oriented at angle $\phi$ relative to the $x$-axis and to the modulating sine wave gratings.

Accordingly, the Fourier transform of the Gabor function is:

$$H(u, v) = \exp \left( -2\pi^2 \sigma^2 ((u' - U')^2 \lambda^2 + (v' - V')^2) \right)$$ (10)

where, $(u', v')$ and $(U', V')$ are rotated frequency coordinates. Thus, $H(u, v)$ is a bandpass Gaussian with its minor axis oriented at angle $\phi$ from the $u$-axis, and the radial center frequency $F$ is defined by: $F = U^2 + V^2$, with orientation $\theta = \arctan(V/U)$. Since maximal resolution in orientation is desirable, the filters whose sine wave gratings are cooriented with the major axis of the modulating Gaussian are usually considered ($\phi = \theta$ and $\lambda > 1$), and the Gabor filter is reduced to: $h(x, y) = g(x', y') \exp(2\pi i F x')$.

It is possible to generate Gabor-Morlet wavelets from a single mother-Gabor-wavelet by transformations such as: translations, rotations and dilations. We can generate, in this way, a set of filters for a known number of scales, S, and orientations K. We obtain the following filters for a discrete subset of transformations: $h_m(x, y) = a^{-m}h(x'/a^m, y'/a^m)$, where $(x', y')$ are the spatial coordinates rotated by
\[ \pi_n \] and \( m = 0 \ldots S - 1 \). Alternatively, one can obtain Gabor wavelets by logarithmically distorting the frequency axis [18] or by incorporating multiwindows [24]. In the latter case one obtains a more general scheme wherein subsets of the functions constitute either wavelet sets or Gaborian sets.

The feature space of an image is obtained by the inner product of this set of Gabor filters with the image:

\[
W_{mn}(x, y) = R_{mn}(x, y) + iJ_{mn}(x, y) = I(x, y) * h_{mn}(x, y). \tag{11}
\]

5 Application of Geodesic Snakes to the Gaborian Feature Space of Images

The proposed approach enables us to use the geodesic snakes mechanism in the Gabor spatial feature space of images by generalizing the inverse edge indicator function \( E \), which attracts in turn the evolving curve towards the boundary in the classical and geodesic snakes schemes. A special feature of our approach is the metric introduced in the Gabor space, and used as the building block for the stopping function \( E \) in the geodesic active contours scheme.

Sochen et al [22] view images and image feature space as Riemannian manifolds embedded in a higher dimensional space. For example, a gray scale image is a 2D Riemannian surface (manifold), with \((x, y)\) as local coordinates, embedded in \( \mathbb{R}^3 \) with \((X, Y, Z)\) as local coordinates. The embedding map is \((X = x, Y = y, Z = I(x, y))\), and we write it, by abuse of notations, as \((x, y, I)\). When we consider feature spaces of images, e.g. color space, statistical moments space, and the Gaborian space, we may view the image-feature information as a \( N \)-dimensional manifold embedded in a \( N + M \) dimensional space, where \( N \) stands for the number of local parameters needed to index the space of interest and \( M \) is the number of feature coordinates. For example, we may view the Gabor transformed image as a 2D manifold with local coordinates \((x, y)\) embedded in a 6D feature space. The embedding map is \((x, y, \theta(x, y), \sigma(x, y), R(x, y), J(x, y))\), where \( R \) and \( J \) are the real and imaginary parts of the Gabor transformed image, and \( \theta \) and \( \sigma \) as the direction and scale for which a maximal response has been achieved. Alternatively, we can represent the Gabor transform space as a 4D manifold with coordinates \((x, y, \theta, \sigma)\) embedded in the same 6D feature space. The embedding map, in this case, is \((x, y, \theta, \sigma, R(x, y, \theta, \sigma), J(x, y, \theta, \sigma))\). The main difference between the two approaches is whether \( \theta \) and \( \sigma \) are considered to be local coordinates or feature coordinates.

A basic concept in the context of Riemannian manifolds is distance. Consider, for example, we take a two-dimensional manifold \( \Sigma \) with local coordinates \((\sigma_1, \sigma_2)\). Since the local coordinates are curvilinear, the distance is calculated using a positive definite symmetric bilinear form called the metric whose components are denoted by \( g_{\mu\nu}(\sigma_1, \sigma_2)\):

\[
ds^2 = g_{\mu\nu} d\sigma^\mu d\sigma^\nu, \tag{12}
\]

where we used the Einstein summation convention: elements with identical superscripts and subscripts are summed over.
The metric on the image manifold is derived using a procedure known as pullback. The manifold’s metric is then used for various geometrical flows. We shortly review the pullback mechanism. More detailed information can be found in [22].

Let \( X : \Sigma \rightarrow M \) be an embedding of \( \Sigma \) in \( M \), where \( M \) is a Riemannian manifold with a metric \( h_{ij} \) and \( \Sigma \) is another Riemannian manifold. We can use the knowledge of the metric on \( M \) and the map \( X \) to construct the metric on \( \Sigma \). This pullback procedure is as follows:

\[
(g_{\mu\nu})_\Sigma(\sigma^1, \sigma^2) = h_{ij}(X(\sigma^1, \sigma^2)) \frac{\partial X^i}{\partial \sigma^\mu} \frac{\partial X^j}{\partial \sigma^\nu},
\]

where we used the Einstein summation convention, \( i, j = 1, \ldots, \dim(M) \), and \( \sigma^1, \sigma^2 \) are the local coordinates on the manifold \( \Sigma \).

If we pull back the metric of a 2D image manifold from the Euclidean embedding space \((x, y, I)\) we get:

\[
(g_{\mu\nu}(x, y)) = \begin{pmatrix}
1 + I_x^2 & I_x I_y \\
I_x I_y & 1 + I_y^2
\end{pmatrix}.
\]

The determinant of \( g_{\mu\nu} \) yields the expression: \( 1 + I_x^2 + I_y^2 \). Thus, we can rewrite the expression for the stopping term \( E \) in the geodesic snakes mechanism as follows:

\[
E(|\nabla I|) = \frac{1}{1 + |\nabla I|^2} = \frac{1}{\det(g_{\mu\nu})}.
\]

We may interpret the Gabor transform of an image as a function assigning to each pixel’s coordinates, scale and orientation, a value \( W \). Next, we get the scale and orientation for which we have received the maximum amplitude of the transform for each pixel. Thus, for each pixel, we obtain: \( W_{\text{max}} \), the maximum value of the transform, \( \theta_{\text{max}} \) and \( \sigma_{\text{max}} \) – the orientation and scale that yielded this maximum value. This approach results in a 2D manifold (with local coordinates \((x, y)\)) embedded in a 6D space (with local coordinates \((x, y, R(x, y), J(x, y), \theta(x, y), \sigma(x, y))\)). If we use the pullback mechanism described above we get the following metric:

\[
(g_{\mu\nu}) = \begin{pmatrix}
1 + R_x^2 + J_y^2 + \sigma_x^2 + \theta_x^2 & R_x R_y + J_x J_y + \sigma_x \sigma_y + \theta_x \theta_y \\
R_x R_y + J_x J_y + \sigma_x \sigma_y + \theta_x \theta_y & 1 + R_y^2 + J_x^2 + \sigma_y^2 + \theta_y^2
\end{pmatrix}
\]

We use the fact that the determinant of the metric is a positive definite edge indicator to determine \( E \) as the inverse of the determinant of \( g_{\mu\nu} \). Here \( g_{\mu\nu} \) is a function of the two spatial variables only \( x \) and \( y \), therefore, we obtain an evolution of a 2D manifold in a 6D embedding space.

6 Smoothing of the Orientation Data by Application of the Weighted Area Minimization Method

In the previous section we have described how the Gabor feature space can be treated as a 2D manifold embedded in 6D space. We have used a maximum
criterion to obtain a single orientation and scale for each pixel location. However, this information does not always well represent the textural information and is sensitive to local variations in the texture characteristics. Therefore, the resultant orientation data can be quite noisy. Also, some random noise can deteriorate the resultant data. Our aim is to reduce the amount of noise in the orientation data and obtain a smoother function to be used in the geodesic snakes mechanism.

We obtain the Gabor feature coefficients as a function of \( x, y, \theta(x, y) \) and \( \sigma(x, y) \). This discussion is devoted to the manipulation of \( \theta \), therefore we select a single scale \( \sigma \) and generate a set of Gabor filters for that scale, which differ in their orientation. Thus, the generated Gabor feature space is a function of \( x, y, \theta(x, y) \). Our aim is to reduce the amount of noise in \( \theta \), whether its source is a heterogeneous texture or some random noise. We define an energy functional which minimizes the magnitude of the Gabor coefficients function weighted by an area element determined by \( x, y, \theta(x, y) \).

\[
S(\theta) = \int D(x, y, \theta) \sqrt{g(\theta_x, \theta_y)} dxdy
\]

(16)

where

\[
D(x, y, \theta) = \frac{1}{(R^2 + J^2 + c)}
\]

is a data fidelity term and \( g \) is the determinant of

\[
(g_{\mu\nu}) = \begin{pmatrix}
1 + \theta_x^2 & \theta_x \theta_y \\
\theta_x \theta_y & 1 + \theta_y^2
\end{pmatrix}.
\]

(17)

The combination \( \sqrt{g} dxdy \), an area element of the orientation manifold \( (x, y, \theta(x, y)) \), is the term that forces smoothing as the orientation field reduces its overall area when it flows towards the optimal solution. For trivial data term the gradient descent process is the Beltrami flow that ignores any data edges that are not already very pronounced in the initial noisy guess. On the other hand a trivial metric for the orientation manifold results in decoupling of the different orientation values in different locations as the metric is the only place where derivatives of \( \theta \) may appear. This decoupling leads to a simple solution: At each pixel the orientation for which maximum response is achieved is chosen. As we have noted above this leads to a noisy solution that may undermine the correctness of the segmentation process.

The constant \( c \) in the denominator has two roles: The first role is merely numeric, to avoid division in zero. The second role has a geometrical meaning since this constant determines the convergence properties of our scheme. If this constant is very small, the evolution depends more on the values of the Gabor transform, \( (R^2 + J^2) \), and the smoothing of \( \theta \) is less dominant. If the constant is very large compared with the values of the Gabor transform, then they are less dominant in the evolution, and the smoothing of \( \theta \) is the same as in the Beltrami scheme.

Considering the Bayesian formulation we notice that we may rewrite the energy density as \( e = (D - \text{const}) \sqrt{g} + \text{const} \sqrt{g} \). We note that the first term is
a fidelity term that forces $\theta$ to align according to the orientation in the noisy original image while the second term pushes towards a minimal surface solution. Note that the $\sqrt{g}$ in the first term means that the fidelity term is to be thought of as a function on the orientation manifold. Choosing the same constant for both terms leads to the functional $S$ written above. Note that we do indeed generalize the formalism by considering features, i.e. orientations in this specific implementation, rather than intensity. Our assumption is that images are piecewise continuous with respect to all the relevant image features/attributes. In the case of textureless images, i.e. gray level only, this continuity becomes identical to smoothness.

Thus, we process the manifold $\theta(x, y)$, while obtaining the maximum value for the Gabor coefficients, so that the contribution and impact of each component leads to satisfactory result.

Using the Euler-Lagrange method we obtain the following equation:

$$\frac{\delta S}{\delta \theta} = -\text{div} \left( \frac{\nabla \theta}{(R^2 + J^2)(x, y, \theta(x, y))\sqrt{g}} \right) - \frac{(R^2 + J^2)\phi(x, y, \theta(x, y))\sqrt{g}}{(R^2 + J^2)^2(x, y, \theta(x, y))}$$

(18)

According to the steepest descent method the evolution equation for $\theta$ is:

$$\theta_t = - \frac{\delta S}{\delta \theta}$$

(19)

7 Results and Discussion

The Beltrami flow, being a nonlinear diffusion scheme, offers advantages in processing and analysis of images compared with linear diffusion. In the context of the present study it preserves edges more accurately. We use a similar approach to the Beltrami flow, where the Gaborian orientation data, $\theta$, is treated as a $2D$ manifold embedded in $3D$ space, $(x, y, \theta)$. Our aim is to smooth the orientation information when accounting for the maximal Gabor coefficients obtained. Following the minimal weighted area diffusion, we can use $\theta$ as the input to the geodesic snakes algorithm. Geodesic snakes is an efficient geometric flow scheme for boundary detection, where the initial conditions include an arbitrary function $U$ which implicitly represents the curve, and a stopping term $E$ which contains the information regarding the boundaries in the image. We generalize the definition of gradients, usually considered in the context of intensity gradients over $(x, y)$ to other possible gradients in scale and orientation. This gradient information is the input function $E$ to the newly generalized geodesic snakes flow.

Next, we present the results of the minimal weighted area method compared to the Beltrami scheme. [For the complete set of full size images and a demo see the web-page: http://www-visl.technion.ac.il/emmcvpr2001].

In this study we have generated the Gabor wavelets for eight orientations, the scale being kept constant. In the geodesic snakes mechanism $U$ was initiated to be a signed distance function [2].
Fig. 1. An image of textures taken from the Brodatz album of textures [1]. The circular object is generated from the background texture after rotation by 30 degrees.

The first image (Fig. 1) is taken from the Brodatz album of textures [1]. The circular object is generated from the background texture by rotating it by 30 degrees. We apply the Gabor transform to this image and obtain the maximal values of the Gabor coefficients per pixel, and the orientation for which the maximal values were obtained. In figure (2(a)) we see that the orientation information is a piece-wise constant function and that it clearly captures the boundary between object and background. In figure (2(b)) we see the orientation information after random noise was added to it. When the Beltrami flow is applied to the noisy orientation image, if the edges are to be better preserved, we should compromise on the degree of smoothing of the background, as can be seen in figure (2(c)). If further smoothing is desired, the edges are smeared (Fig. 2(d)). When the Gabor coefficients are accounted for, we obtain a high degree of smoothing while preserving the sharpness of the edges (Fig. 2(e)).

The inter-relations between the Beltrami flow and the weight of the Gabor coefficients can be seen in the next example. By changing the constant value in the denominator from values larger than the mean value of $R^2 + J^2$ (equivalent to the Beltrami flow) to smaller than the mean value we control the impact of the Beltrami numerator to the Gabor denominator.

The second image is similar to the first one, however, here the rotation is done by 45 degrees (Fig. 3). In figure (4(a)) we see the relevant orientation data after application of the Gabor transform and obtaining the maximal values of the Gabor coefficients per pixel. As we did before, we add random noise to the orientation information (4(b)), and apply the smoothing procedures to remove it. Next, we evaluate the effect of changing the constant value. When the constant is big in comparison to the average value of $R^2 + J^2$, the weighted minimal area method is equivalent to the Beltrami flow (Fig. 4(c)). As we decrease this constant the impact of the Gabor coefficients is more evident and we obtain the same degree of smoothing without damaging the edges (Fig. 4(d,e)) . This is because the weighing of the Gabor coefficients in the Beltrami flow tends to keep the edges better than when applying the original Beltrami flow, where the only constraint is on the smoothing of the $\theta$ manifold. However, when the constant value is in the range of $R^2+J^2$, the Gabor coefficients are very dominant comparing to the smoothing of the $\theta$ manifold, and the evolution of $\theta$ can be
**Fig. 2.** a. The original orientation information following the application of the Gabor transform and using the maximum criteria (top left). b. The orientation information following addition of random noise (top right). c. Results of the Beltrami diffusion when the process is halted so that significant edges are still evident (middle left). d. If further smoothing is desired, the edges are smeared when the Beltrami diffusion is applied (middle right). e. The result obtained following application of the minimal weighted area method (bottom).

**Fig. 3.** This image is taken from the Brodatz album of textures [1]. The circular object is generated from the background texture by rotating it by 45 degrees.
Fig. 4. a. The original orientation information following the application of the Gabor transform and using the maximum criteria (top left). b. The orientation information following addition of random noise (top right). The results of application of the weighted minimal area method are presented, where the mean value of $R^2 + J^2$ is about 200. The difference between the results is the value of the constant in the denominator. c. $c = 10,000$ (middle left). d. $c = 800$ (middle right). e. $c = 600$ (bottom left). f. $c = 200$ (bottom right).

Fig. 5. This image is a synthesized texture composed of linear combination of spatial sinewave gratings of different orientations where some random noise was added to it.
Fig. 6. The maximal values of the Gabor coefficients per pixel are obtained along with the relevant orientation information. a. The magnitude of the Gabor coefficients (left). b. The orientation information (right).

led to local minima. This is manifested in the white dots that appear when the constant is equal to 200 (Fig. 4(f)).

In the next example, we demonstrate how the different smoothing processes affect the results of the geodesic snakes mechanism. The original image is a synthesized texture composed of linear combination of spatial sinewave gratings of different orientations where some random noise was added to it (Fig. 5).

After application of the Gabor filters the maximal value of the Gabor coefficients per pixel is calculated (Fig. 6(a)) and the orientation image obtained is noisy (Fig. 6(b)). When the Beltrami flow is applied to the noisy orientation image we obtain a smooth result (Fig. 7(a)). However, the edges are more dominant when the Gabor coefficients are accounted for (Fig. 7(b)).

Next we use the smoothed \( \theta \) obtained to calculate the stopping term \( E \) in the geodesic snakes mechanism. The stopping term obtained following the Beltrami diffusion is seen in figure (7(c)), and the one obtained following the minimal weighted area method can be seen in figure (7(d)). The resultant boundaries obtained can be seen in figure (7(e+f)). The most evident difference between the two results can be seen on the top right hand side of the boundaries. It is clear that using the minimal weighted area method the edges are better captured and detected.

Currently we expand this study to the other Gaborian features, such as the scale parameter \( \sigma \) and the sine grating frequency \( F \). We explore the behavior of each parameter when considered separately, and also the coupling between these parameters. Another natural continuation of this work is to apply the results of Kimmel and Sochen [14] in order to obtain a more robust orientation diffusion where the orientations manifold is embedded in \( R^2 \otimes S^1 \). By properly choosing the local coordinate systems for both manifolds the problem arising from the cyclic nature of angles is addressed.
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**Fig. 7.** The orientation data following: a. The Beltrami diffusion (top left), b. The minimal weighted area method (top right). The stopping term obtained when using: c. The Beltrami diffusion (middle left), d. The minimal weighted area method (middle right). The resultant boundary following the application of the geodesic snakes using: e. The Beltrami diffusion (bottom left). f. The minimal weighted area method (bottom right).
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Abstract. A number of geometric active contour and surface models have been proposed for shape segmentation in the literature. The essential idea is to evolve a curve (in 2D) or a surface (in 3D) so that it clings to the features of interest in an intensity image. Several of these models have been derived, using a variational formulation, as gradient flows which minimize or maximize a particular energy functional. However, in practice these models often fail on images of low contrast or narrow structures. To address this problem we have recently proposed the idea of maximizing the rate of increase of flux of an auxiliary vector field through a curve. This has lead to an interpretation as a 2D gradient flow, which is essentially parameter free. In this paper we extend the analysis to 3D and prove that the form of the gradient flow does not change. We illustrate its potential with level-set based segmentations of blood vessels in a large 3D computed rotational angiography (CRA) data set.

1 Introduction

Level-set based numerical methods for hyperbolic conservation laws developed by Osher and Sethian [14] for curvature-dependent flame propagation were introduced to the computer vision community for shape analysis by Kimia et al. [8]. Such models were later adapted to the problem of shape segmentation independently by Caselles et al. [3] and Malladi et al. [13]. Here the essential idea was to halt an evolving curve in the presence of intensity edges by multiplying the evolution equation with an image-gradient based stopping potential. This led to new active contour models which, when implemented using level set methods, handled changes in topology due to the splitting and merging of multiple contours in a natural way. These geometric flows for shape segmentation were later given formal motivation as well as unified with the classical energy minimization formulations through several independent investigations [4,7,16,17]. The main idea was to modify the Euclidean arc-length or the Euclidean area by a scalar function and to then derive the resulting gradient evolution equations. Mathematically this amounted to defining a new metric on the plane, tailored to the given image, and then deriving the corresponding gradient flows. The results
generalized to the case of evolving surfaces in 3D by adding one more dimension to the variational formulation.

Recently there have been other advances in the use of geometric flows in computer vision, which have both theoretical and practical value. First, it has been recognized that a practical weakness of most geometric flows with stopping terms based purely on local image gradients is that they may “leak” in the presence of weak or low contrast boundaries, are not suitable for segmenting textures and typically require the initial curve or curves to lie entirely inside or outside the regions to be segmented. Thus, a number of researchers have sought to derive flows which take into account the statistics of the regions enclosed by the evolving curves [15,21]. Further developments include multi-phase motions, which allow triple points to be captured [5], as well as the incorporation of an external force field based on a diffused gradient of an edge map [20]. Second, most geometric flows are not able to capture elongated low contrast structures well, such as blood vessels viewed in 2D and 3D angiography images. At places where such structures are narrow, edge gradients may be weak due to partial volume effects and it is also unclear how to robustly measure region statistics. Approaches to regularizing the flow in 3D by introducing a term proportional to mean curvature have the unfortunate effect of annihilating such structures. To address this issue, Lorigo et al. have proposed the use of active contours with co-dimension 2 (curves in 3D) [12]. The idea is to regularize the flow by a term proportional to the curvature of a 3D curve. The approach is grounded in the level set theory for mean curvature evolution of surfaces of arbitrary co-dimension [1] and has a variational formulation along with an energy minimizing interpretation. However, the derived flow is later modified with a (heuristic) multiplicative term to tailor it to blood vessel segmentation [12].

We have recently suggested an alternate approach to segmenting blood vessels in angiography images, which is motivated by the observation that blood flows in the direction of vessels. Brightness in angiography images is proportional to the magnitude of the blood flow velocity. This leads to the constraint that in the vicinity of blood vessel boundaries, the gradient vector field of the image should be locally orthogonal to them. Thus, a natural principle to use towards the recovery of these boundaries is to maximize the inward flux of the gradient vector field through an evolving curve (in 2D) or surface (in 3D). The derivation of the 2D flux maximizing flow was presented in [18] and lead to an elegant interpretation which is essentially parameter free. In the current paper we prove that the extension to 3D has the same form, a calculation which is more subtle. We also illustrate the potential of the 3D flux maximizing flow with several new simulations of blood vessels segmented from a large 3D computed rotational angiography (CRA) data set.

2 3D Flux Maximizing Flows

Let \( S : [0, 1] \times [0, 1] \to \mathcal{R}^3 \) denote a compact embedded surface with (local) coordinates \((u, v)\). Let \( \mathcal{N} \) be the inward unit normal. We set
\[ S_u := \frac{\partial S}{\partial u}, \quad S_v := \frac{\partial S}{\partial v}. \]

Then the infinitesimal area on \( S \) is given by
\[ dS = (\|S_u\|^2\|S_v\|^2 - \langle S_u, S_v \rangle^2)^{1/2} du dv = \|S_u \wedge S_v\| du dv. \]

Let \( V = (V_1(x, y, z), V_2(x, y, z), V_3(x, y, z)) \) be a vector field defined for each point \((x, y, z)\) in \( \mathbb{R}^3 \). The total inward flux of the vector field through the surface is defined by the surface integral
\[ \text{Flux}(t) = \int_0^{A(t)} \langle V, N \rangle dS, \quad (1) \]

where \( A(t) \) is the surface area of the evolving surface. The main contribution of the current paper is the proof of the following theorem

**Theorem 1.** The direction in which the inward flux of the vector field \( V \) through the surface \( S \) is increasing most rapidly is given by \( \frac{\partial S}{\partial t} = \operatorname{div}(V)N \).

It turns out that the flux maximizing flow has the same form in 2D, a calculation which we presented in [18]. However, the proof is more subtle for the 3D case.

**Proof:** The essential idea is to calculate the first variation of the flux functional with respect to \( t \):
\[ \text{Flux}'(t) = \int_0^{A(t)} \langle V_t, N \rangle dS + \int_0^{A(t)} \langle V, N_t \rangle dS. \]

With \( S = (x(u, v, t), y(u, v, t), z(u, v, t)) \), the unit normal vector is given by the normalized cross product of two vectors in the tangent plane:
\[ N = \frac{S_u \wedge S_v}{\|S_u \wedge S_v\|} = \frac{(N_1, N_2, N_3)}{\|S_u \wedge S_v\|} \]
\[ = \frac{(y_u z_v - y_v z_u, x_v z_u - x_u z_v, x_u y_v - x_v y_u)}{\|(y_u z_v - y_v z_u, x_v z_u - x_u z_v, x_u y_v - x_v y_u)\|}. \quad (2) \]

\( I_1 \) is then given by
\[ \int_0^1 \int_0^1 \langle S_t, (N_1 \nabla V_1 + N_2 \nabla V_2 + N_3 \nabla V_3) \rangle du dv, \]

where the integrand is the inner product of \( S_t \) with another vector. We shall now simplify \( I_2 \) so that it takes on a similar form. It turns out to be advantageous to express the unit normal vector in Eq. (2) as \( \frac{S_u \wedge S_v}{\|S_u \wedge S_v\|} \) and expand it in terms of the partial derivatives \( x_u, x_v, y_u, y_v, z_u, z_v \) only later. With \( dS = \|S_u \wedge S_v\| du dv, \) \( I_2 \) can be rewritten as
\[ \int_0^1 \int_0^1 \langle V, (S_u \wedge S_v)_t \rangle du dv. \]
The trick now is to exploit the fact that for any vectors \( A, B \) and \( C \), the following properties of inner products and cross products hold:

\[
A \wedge B = -B \wedge A
\]

\[
\langle A, (B \wedge C) \rangle = \langle (A \wedge B), C \rangle
\]

\[
(A \wedge B)_t = (A_t \wedge B) + (A \wedge B_t).
\]

Hence, \( I_2 \) can be written as

\[
I_2 = \int_0^1 \int_0^1 \langle \mathcal{V}, (S_{ut} \wedge S_v + S_u \wedge S_{vt}) \rangle \, dudv
\]

\[
= \int_0^1 \int_0^1 \langle \mathcal{V}, (S_{ut} \wedge S_v) \rangle \, dudv + \int_0^1 \int_0^1 \langle \mathcal{V}, (S_u \wedge S_{vt}) \rangle \, dudv
\]

\[
= \int_0^1 \int_0^1 -\langle \mathcal{V}, (S_v \wedge S_{ut}) \rangle \, dudv + \int_0^1 \int_0^1 \langle \mathcal{V}, (S_u \wedge S_{vt}) \rangle \, dudv
\]

\[
= \int_0^1 \left[ \int_0^1 -\langle (\mathcal{V} \wedge S_v), S_{ut} \rangle \, du \right] \, dv + \int_0^1 \left[ \int_0^1 \langle (\mathcal{V} \wedge S_u), S_{vt} \rangle \, dv \right] \, du
\]

Using integration by parts, \( I_3 \) works out to be

\[
-\langle (\mathcal{V} \wedge S_v), S_t \rangle|_0^1 + \int_0^1 \langle S_t, (\mathcal{V} \wedge S_v) \rangle \, du
\]

equals 0

Similarly, using integration by parts, \( I_4 \) works out to be

\[
\langle (\mathcal{V} \wedge S_u), S_t \rangle|_0^1 - \int_0^1 \langle S_t, (\mathcal{V} \wedge S_u) \rangle \, dv
\]

equals 0

Combining \( I_3 \) and \( I_4 \), \( I_2 \) works out to be

\[
\int_0^1 \int_0^1 \langle S_t, (\mathcal{V} \wedge S_v) \rangle \, dudv - (\mathcal{V} \wedge S_u)_v \, dv.
\]

It can now be seen that the integrand in \( I_2 \) has the desired form of the inner product of \( S_t \) with another vector. Hence, combining \( I_1 \) and \( I_2 \), the first variation of the flux is

\[
\int_0^1 \int_0^1 \langle S_t, N_1 \nabla V_1 + N_2 \nabla V_2 + N_3 \nabla V_3 + (\mathcal{V} \wedge S_v)_u - (\mathcal{V} \wedge S_u)_v \rangle \, dudv.
\]

Note that

\[
(\mathcal{V} \wedge S_v)_u - (\mathcal{V} \wedge S_u)_v = (\mathcal{V}_u \wedge S_v) + (\mathcal{V} \wedge S_{vu}) - (\mathcal{V} \wedge S_{uv}) - (\mathcal{V}_v \wedge S_u)
\]

\[
= (\mathcal{V}_u \wedge S_v) - (\mathcal{V}_v \wedge S_u).
\]
Hence, the first variation of the flux can be written as the surface integral

$$\int_0^{A(t)} \left( \mathbf{S}_t \cdot \left( \frac{N_1 \nabla V_1 + N_2 \nabla V_2 + N_3 \nabla V_3 + (V_u \land S_v) - (V_v \land S_u)}{||S_u \land S_v||} \right) dS. \right)$$

Thus, for the inward flux to increase as fast as possible, the two vectors should be made parallel:

$$\mathbf{S}_t = \frac{N_1 \nabla V_1 + N_2 \nabla V_2 + N_3 \nabla V_3 + (V_u \land S_v) - (V_v \land S_u)}{||S_u \land S_v||}. \quad (3)$$

The above expression for the 3D flux maximizing gradient flow can be further simplified by noting that the components of the flow in the tangential plane to the surface $S$ affect only the parametrization of the surface, but not its evolved shape. Hence, they can be dropped. The normal component of the flow can be calculated by taking the inner product of the right hand side of Eq. (3) with the unit normal vector in Eq. (2) to give

$$\mathbf{S}_t = \left( \frac{(y_u z_v - y_v z_u) (V_{1x}(y_u z_v - y_v z_u) + V_{1y}(x_v z_u - x_u z_v) + V_{1z}(x_u y_v - x_v y_u))}{||S_u \land S_v||^2}, \frac{(y_u z_v - y_v z_u) (V_{2x}(y_u z_v - y_v z_u) + V_{2y}(x_v z_u - x_u z_v) + V_{2z}(x_u y_v - x_v y_u))}{||S_u \land S_v||^2}, \frac{(y_u z_v - y_v z_u) (V_{3x}(y_u z_v - y_v z_u) + V_{3y}(x_v z_u - x_u z_v) + V_{3z}(x_u y_v - x_v y_u))}{||S_u \land S_v||^2} \right) \mathbf{N}$$

It is now a straightforward task to expand the terms in the expression by using Eq. (2):

$$\mathbf{S}_t = \left( \frac{(y_u z_v - y_v z_u) (V_{1x}(y_u z_v - y_v z_u) + V_{1y}(x_v z_u - x_u z_v) + V_{1z}(x_u y_v - x_v y_u))}{||S_u \land S_v||^2}, \frac{(y_u z_v - y_v z_u) (V_{2x}(y_u z_v - y_v z_u) + V_{2y}(x_v z_u - x_u z_v) + V_{2z}(x_u y_v - x_v y_u))}{||S_u \land S_v||^2}, \frac{(y_u z_v - y_v z_u) (V_{3x}(y_u z_v - y_v z_u) + V_{3y}(x_v z_u - x_u z_v) + V_{3z}(x_u y_v - x_v y_u))}{||S_u \land S_v||^2} \right) \mathbf{N}$$

With

$$\mathbf{V}_u \land S_v = (z_v(V_{2x}x_u + V_{2y}y_u + V_{2z}z_u) - y_v(V_{3x}x_u + V_{3y}y_u + V_{3z}z_u)), \quad x_v(V_{3x}x_u + V_{3y}y_u + V_{3z}z_u) - z_v(V_{1x}x_u + V_{1y}y_u + V_{1z}z_u)), \quad y_v(V_{1x}x_u + V_{1y}y_u + V_{1z}z_u) - x_v(V_{2x}x_u + V_{2y}y_u + V_{2z}z_u)).$$

and

$$- \mathbf{V}_v \land S_u = (-z_u(V_{2x}x_u + V_{2y}y_u + V_{2z}z_u) + y_u(V_{3x}x_u + V_{3y}y_u + V_{3z}z_u)), \quad -x_u(V_{3x}x_u + V_{3y}y_u + V_{3z}z_u) + z_u(V_{1x}x_u + V_{1y}y_u + V_{1z}z_u)), \quad -y_u(V_{1x}x_u + V_{1y}y_u + V_{1z}z_u) + x_u(V_{2x}x_u + V_{2y}y_u + V_{2z}z_u))$$

the terms can be grouped and simplified. The curious result is that most cancel, leaving the following simple and elegant form for the 3D flux maximizing flow:

$$\mathbf{S}_t = (V_{1x} + V_{2y} + V_{3z}) \mathbf{N} = \text{div}(\mathbf{V}) \mathbf{N} \quad \Box \quad (4)$$
Remark: The flux maximizing flow is a hyperbolic equation since it depends solely on the external vector field $\mathbf{v}$ and not on properties of the evolving surface. It is easy to see that the flow will drive towards and then converge to a zero level set of the divergence of $\mathbf{v}$. Thus, the existence and uniqueness of a solution to Eq. (4) is guaranteed, unless the vector field is everywhere non-conservative.

3 Blood Vessel Segmentation

3.1 Background

We shall now show how the 3D flux maximizing flow can be tailored to the problem of segmenting blood vessels in angiography images. We begin by reviewing some of the recent approaches which have been proposed in the literature. Wilson and Noble have introduced a Gaussian mixture model to characterize the physical properties of blood flow [19]. The parameters are estimated using the EM algorithm and structural criteria are then used to refine the initial segmentation. Krissian et al. propose a method which incorporates a Gaussian model for the intensity distribution as a function of distance from vessel centerlines, and exploits properties of the Hessian to obtain geometric estimates [11]. Koller et al. have also introduced a multi-scale method for the detection of curvilinear structures in 2D and 3D data [9] which combines the responses of steerable linear filters and also exploits the Hessian matrix to obtain geometric estimates. Bullitt et al. have introduced a method for obtaining 3D vascular trees which calculates vessel centerlines as intensity ridges in the data and estimates vessel width viamedianess calculations [2]. It should be noted that several of the above approaches require second derivative computations, e.g., to compute the Hessian. Numerically accurate estimates of principal curvature magnitudes and directions are obtained only when the intensity images have been suitably smoothed. Approaches to smoothing the data while preserving and enhancing vessel-like structures include [10,6].

Whereas the potential of several of the above approaches has been empirically demonstrated, their ability to recover low contrast thin vessels remains unclear. A recent framework which has been developed with this as one of its goals is the work of Lorigo et al. [12]. The main idea is to regularize a geometric flow in 3D using the curvature of a 3D curve, rather than the classical mean curvature based regularizations which tend to annihilate thin structures. The work is grounded in the recent level set theory developed for mean curvature flows in arbitrary co-dimension [1]. This flow is given by [12]:

$$
\psi_t = \lambda(\nabla \psi, \nabla^2 \psi) + \rho(\nabla \psi, \nabla I) \frac{g'}{g} \nabla \psi H \frac{\nabla I}{|\nabla I|}
$$

Here $\psi$ is an embedding surface whose zero level set is the evolving 3D curve, $\lambda$ is the smaller nonzero eigen value of a particular matrix [1] $g$ is an image-dependent weighting factor, $I$ is the intensity image and $H$ is its Hessian. For numerical simulations the evolution of the curve is depicted by the evolution of
an $\epsilon$-level set. It should be noted that without the multiplicative factor $\rho(\nabla \psi, \nabla I)$ the evolution equation is a gradient flow which minimizes a weighted curvature functional. The multiplicative factor is a heuristic which modifies the flow so that normals to the $\epsilon$-level set align themselves (locally) to the direction of image intensity gradients (the inner product of $\nabla \psi$ and $\nabla I$ is then maximized). However, with the introduction of this term the flow loses its pure energy minimizing interpretation.

### 3.2 The 3D Flux Maximizing Flow

The intuition behind using the 3D flux maximizing flow for blood vessel segmentation is illustrated in Figure 1. Here a cross section through an idealized blood vessel (a bright region in a uniform darker background) is depicted. It is clear that if one considers the gradient $\nabla I$ of the original intensity image $I$ to be the vector field $\mathcal{V}$ whose inward flux through the evolving surface is to be maximized, then the optimal configuration is for the evolving surface to align itself locally to the blood vessel boundaries. However, an important consideration in the implementation of Eq. (4) is that since the divergence of the vector field needs to be calculated, implicitly second derivatives of $I$ are being used. The numerical computation can be made much more robust by exploiting a consequence of the divergence theorem. The divergence at a point is defined as the net outward flux per unit volume, as the volume about the point shrinks to zero. Via the divergence theorem,

$$\int_{\Delta v} \text{div}(\mathcal{V})d\mathbf{v} \equiv \int_s <\mathcal{V}, \mathcal{N}> dS. \quad (5)$$

Here $\Delta v$ is the volume, $s$ is its bounding surface, $\mathcal{N}$ is the outward normal at each point on the surface, and $dv$ and $dS$ are volume and surface area elements.

For our numerical implementations we use this outward flux formulation (which gives a measure proportional to the divergence) along the boundaries of spheres of varying radii, corresponding to a range of 3D blood vessel widths. The chosen flux value at a particular location is the maximum (magnitude) flux over the range of radii. In contrast to other multi-scale approaches where combining information across scales is non-trivial [11] normalization across scales is straightforward in our case. One simply has to divide by the number of entries in the discrete sum that approximates Eq. (5). Locations where the total outward flux is negative (or equivalently the total inward flux is positive) correspond to sinks; locations where the total outward flux is positive correspond to sources, as illustrated in Figure 1. Hence, the inward flux maximizing flow in Eq (4) has the desirable effect that, when seeds are placed within blood vessels, the sinks drive the seeds towards the vessel boundaries and the sources outside prevent the flow from leaking.

### 3.3 Level Set Implementation

In order to implement the flow, we use the level set representation for compact embedded surfaces, due to Osher and Sethian [14]. Let $\mathcal{S}(u, v, t) : [0, 1] \times [0, 1] \times$
[0, \tau) \to \mathbb{R}^3$ be a family of compact embedded surfaces evolving according to the surface evolution equation

$$\mathcal{S}_t = F \mathcal{N},$$

where $F$ is an arbitrary (local) scalar speed function and $\mathcal{N}$ is inward unit normal to the surface. Then it can be shown that if $\mathcal{S}(u, v, t)$ is represented by the zero level set of a smooth and Lipschitz continuous function $\Psi : \mathbb{R}^3 \times [0, \tau) \to \mathbb{R}$, the evolving hypersurface $\Psi$ satisfies

$$\Psi_t = F \| \nabla \Psi \|.$$

This last equation is solved using a combination of straightforward discretization and numerical techniques derived from hyperbolic conservation laws [14]. For hyperbolic terms, care must be taken to implement derivatives with upwinding in the proper direction. The evolving surface $\mathcal{S}$ is then obtained as the zero level set of $\Psi$.

4 Examples

In earlier work we have presented simulations of the flux maximizing flow on both 2D (retinal) and 3D (head) MRA data [18]. In this section we present new experiments on a $360 \times 330 \times 420$ computed rotational angiography (CRA) data set of the head, from which we have selected four distinct regions containing vascular networks of varying complexity. All examples were implemented in a level-set framework.

The evolution results are presented in Figures 2, 3, 4 and 5. For each region a maximal intensity projection of the data is shown on the top left, followed by the evolution of a few 3D spheres. These spheres were placed somewhat sparsely in regions of high flux. Notice how the spheres elongate in the direction of blood vessels. The main blood vessels, which have the higher inward flux, are the first to be captured. This is the expected evolution since it maximizes the rate of increase of inward flux through the evolving surface. Put another way, the evolution has the intuitive behaviour that it follows the direction of blood flow.
to reconstruct the blood vessel boundaries. Our own experience with developing and implementing some of the related geometric flows in the literature is that many would fail in low contrast regions or would not be able to capture the thinner vessels.

Fig. 2. An illustration of the flux maximizing flow for a portion of a $360 \times 330 \times 420$ 3D CRA image of blood vessels in the head. A maximum-intensity projection of the region being viewed is shown on the top left. The other images depict the evolution of a few isolated spheres. Notice how the evolution follows the direction of blood flow to reconstruct the blood vessel boundaries.
Fig. 3. An illustration of the flux maximizing flow for a portion of a $360 \times 330 \times 420$ 3D CRA image of blood vessels in the head. A maximum-intensity projection of the region being viewed is shown on the top left. The other images depict the evolution of a few isolated spheres. Notice how the evolution follows the direction of blood flow to reconstruct the blood vessel boundaries.

We should also point out that although CRA data is of higher resolution than MRA, the vessel structures exhibit a wider range of intensities and there are also a number of other structures whose intensities overlap with those of the thin vessels. Thus, simple thresholding of the intensity data generally gives poor
results, although this is a commonly used initialization step in many algorithms including the approach of [12]. This point is illustrated in Figure 6. The first row shows the results of a high threshold on the four regions, where as one would expect, many thin low contrast vessels are not captured. As the threshold is decreased, more thin vessels are captured, but also many voxels are incorrectly labeled as vessels (Figure 6, second row). The segmentation results obtained by
Fig. 5. An illustration of the flux maximizing flow for a portion of a $360 \times 330 \times 420$ 3D CRA image of blood vessels in the head. A maximum-intensity projection of the region being viewed is shown on the top left. The other images depict the evolution of a few isolated spheres. Notice how the evolution follows the direction of blood flow to reconstruct the blood vessel boundaries.

the flux maximizing flow are repeated in the last row. The arrows point to some of the thin low contrast vessels that are successively captured, but are not seen even in the low threshold case.

5 Conclusion

In recent work we proposed the flux maximizing flow and derived its form for the case of closed curves evolving in the plane [18]. We also suggested that its form remains the same in higher dimensions. The main contribution of the current paper is the formal derivation of the flux maximizing flow in 3D. We have also
Fig. 6. A comparison of the segmentation results obtained by the flux maximizing flow with simple thresholding on the four different regions of the CRA image. First Row: A conservative high threshold fails to capture many thin low contrast vessels. Second Row: A lower threshold captures some of the thinner vessels but also incorrectly labels many voxels. Third Row: The segmentation results obtained by the flux maximizing flow. The arrows point to some of the thin low contrast vessels that are successively captured, but are not seen even in the low threshold case.

carried out a number of new simulations on a large CRA data set. These have the intuitive behaviour that the evolution follows the direction of blood flow to reconstruct blood vessel boundaries. The results suggest the potential of the
approach to capture low contrast thin vessels, and also illustrate the advantages of the method over thresholding the original intensity image, which is a common initialization step in many vessel reconstruction algorithms.

More work remains to be done to validate this technique against ground truth or expert segmentations, and we are beginning to do this in collaboration with our colleagues in medical imaging. It would also be interesting to see whether a regularization term such as that used in [12] could be incorporated in the derivation of the flux maximizing flow from first principles.
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